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Abstract We provide an existence and uniqueness theory for an extension of
backward SDEs to the second order. While standard Backward SDEs are naturally con-
nected to semilinear PDEs, our second order extension is connected to fully nonlinear
PDEs, as suggested in Cheridito et al. (Commun. Pure Appl. Math. 60(7):1081–1110,
2007). In particular, we provide a fully nonlinear extension of the Feynman–Kac for-
mula. Unlike (Cheridito et al. in Commun. Pure Appl. Math. 60(7):1081–1110, 2007),
the alternative formulation of this paper insists that the equation must hold under a
non-dominated family of mutually singular probability measures. The key argument
is a stochastic representation, suggested by the optimal control interpretation, and ana-
lyzed in the accompanying paper (Soner et al. in Dual Formulation of Second Order
Target Problems. arXiv:1003.6050, 2009).
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1 Introduction

Backward stochastic differential equations (BSDEs) appeared in Bismut [1] in the
linear case, and received considerable attention since the seminal paper of Pardoux
and Peng [12]. The various developments are motivated by applications in probabi-
listic numerical methods for partial differential equations (PDEs), stochastic control,
stochastic differential games, theoretical economics and financial mathematics.

On a filtered probability space (�,F , {Ft }t∈[0,1], P) generated by a Brownian
motion W with values in R

d , a solution to a one-dimensional BSDE consists of a
pair of progressively measurable processes (Y, Z) taking values in R and R

d , respec-
tively, such that

Yt = ξ −
1∫

t

fs(Ys, Zs) ds −
1∫

t

Zs dWs, t ∈ [0, 1], P-a.s.

where f is a progressively measurable function from [0, 1] × � × R × R
d to R, and

ξ is an F1-measurable random variable.
If the randomness in the parameters f and ξ is induced by the current value of

a state process defined by a forward stochastic differential equation (SDE), then the
BSDE is referred to as a Markov BSDE and its solution can be written as a deter-
ministic function of time and the current value of the state process. For simplicity, we
assume the forward process to be reduced to the Brownian motion, then under suitable
regularity assumptions, this function can be shown to be the solution of a parabolic
semilinear PDE.

−∂tv − h0
(

t,x, v, Dv, D2v
)

= 0

where h0(t,x, y, z, γ ) := 1

2
Tr[γ ] − f (t,x, y, z).

In particular, this connection is the main ingredient for the Pardoux and Peng extension
of the Feynman–Kac formula to semilinear PDEs. For a larger review of the theory of
BSDEs, we refer to El Karoui et al. [8].

Motivated by applications in financial mathematics and probabilistic numerical
methods for PDEs, Cheridito et al. [4] introduced the notion of Second Order BSDEs
(2BSDEs). The key issue is that, in the Markov case studied by [4], 2BSDEs are con-
nected to the larger class of fully nonlinear PDEs. This is achieved by introducing a
further dependence of the generator f on a process γ which essentially identifies to
the Hessian of the solution of the corresponding PDE. Then, a uniqueness result is
proved in an appropriate set Z for the process Z . The linear 2BSDE example reported
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Wellposedness of second order backward SDEs 151

in Sect. 7.1 below shows clearly that the specification of the class Z is crucial, and
can not recover the natural class of square integrable processes, as in classical BSDEs.
However, except for the trivial case where the PDE has a sufficiently smooth solution,
the existence problem was left open in [4].

In this paper, we provide a complete theory of existence and uniqueness for 2BSDEs.
The key idea is a slightly different definition of 2BSDEs which consists in reinforcing
the condition that the 2BSDE must hold P-a.s. for every probability measure P in a
non-dominated class of mutually singular measures introduced in Sect. 2 below. The
precise definition is reported in Sect. 3. This new point of view is inspired from the
quasi-sure analysis of Denis and Martini [6] who established the connection between
the so-called hedging problem in uncertain volatility models and the so-called Black–
Scholes–Barrenblatt PDE. The latter is fully nonlinear and has a simple piecewise
linear dependence on the second order term. We also observe an intimate connection
between [6] and the G-stochastic integration theory of Peng [13], see Denis et al. [7],
and our paper [16].

In the present framework, uniqueness follows from a stochastic representation sug-
gested by the optimal control interpretation. Our construction follows the idea of Peng
[13]. When the terminal random variable ξ is in the space UCb(�) of bounded uni-
formly continuous maps of ω, the former stochastic representation is shown in our
accompanying paper [17] to be the solution of the 2BSDE. Then, we define the clo-
sure of UCb(�) under an appropriate norm. Our main result then shows that for any
terminal random variable in this closure, the solution of the 2BSDE can be obtained
as a limit of a sequence of solutions corresponding to bounded uniformly continuous
final datum (ξn)n . These are the main results of this paper and are reported in Sect. 4.

Finally, we explore in Sects. 5 and 6 the connection with fully nonlinear PDEs.
In particular, we prove a fully nonlinear extension of the Feynman–Kac stochastic
representation formula. Moreover, under some conditions, we show that the solution
of a Markov 2BSDE is a deterministic function of the time and the current state which
is a viscosity solution of the corresponding fully nonlinear PDE.

2 Preliminaries

Let � := {ω ∈ C([0, 1], R
d) : ω0 = 0} be the canonical space equipped with the

uniform norm ‖ω‖∞ := sup0≤t≤1 |ωt |, B the canonical process, P0 the Wiener mea-
sure, F := {Ft }0≤t≤1 the filtration generated by B, and F

+ := {F+
t , 0 ≤ t ≤ 1} the

right limit of F.

2.1 The local martingale measures

We say a probability measure P is a local martingale measure if the canonical pro-
cess B is a local martingale under P. By Föllmer [9] (see also Karandikar [10] for
a more general result), there exists an F-progressively measurable process, denoted
as
∫ t

0 Bsd Bs , which coincides with the Itô’s integral, P-a.s. for all local martingale
measures P. In particular, this provides a pathwise definition of
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〈B〉t := Bt BT
t − 2

t∫

0

Bs d BT
s and ât := lim

ε↓0

1

ε
(〈B〉t − 〈B〉t−ε) ,

where T denotes the transposition, and the lim is componentwise. Clearly, 〈B〉 coin-
cides with the P-quadratic variation of B, P-a.s. for all local martingale measures P.

Let PW denote the set of all local martingale measures P such that

〈B〉t is absolutely continuous in t and â takes values in S
>0
d , P-a.s. (2.1)

where S
>0
d denotes the space of all d × d real valued positive definite matrices. We

note that, for different P1, P2 ∈ PW , in general P1 and P2 are mutually singular. This
is illustrated by the following example.

Example 2.1 Let d = 1, P1 := P0 ◦ (
√

2B)−1, and �i := {〈B〉t = (1 + i)t, t ≥
0}, i = 0, 1. Then, P0, P1 ∈ PW , P0(�0) = P1(�1) = 1, and P0(�1) = P1(�0) = 0.
That is, P0 and P1 are mutually singular. �


For any P ∈ PW , it follows from the Lévy characterization that the Itô’s stochastic
integral under P

W P
t :=

t∫

0

â−1/2
s d Bs, t ∈ [0, 1], P-a.s. (2.2)

defines a P-Brownian motion.
This paper concentrates on the subclass P S ⊂ PW consisting of all probability

measures

P
α := P0 ◦ (Xα)−1 where Xα

t :=
t∫

0

α
1/2
s d Bs, t ∈ [0, 1], P0-a.s. (2.3)

for some F-progressively measurable process α taking values in S
>0
d with

∫ 1
0 |αt | dt <

∞, P0-a.s. With F
P

(resp. FW P
P

) denoting the P-augmentation of the right-limit fil-
tration generated by B (resp. by W P), we recall from [15] that

P S =
{

P ∈ PW : FW P
P = F

P

}
, (2.4)

and every P ∈ P S satisfies the Blumenthal zero-one law

and the martingale representation property. (2.5)

Remark 2.2 Let the process α be as above. Then by Lemma 2.2 in [17],

• there exists an F-progressively measurable mapping βα such that Bt = βα(t, Xα
. ),

t ≤ 1, P0-a.s.
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Wellposedness of second order backward SDEs 153

• the quadratic variation of the canonical process under P
α is characterized by â(B) =

α ◦ βα(B), dt × P
α-a.s.

Remark 2.3 As a consequence of the latter remark, given process a with values in S
>0
d

and
∫ 1

0 |at |dt < ∞, it is not clear whether there exists a process α as above so that
the canonical process â = a, P

α-a.s. The answer to this subtle question is negative in
general, as shown by the example

αt := 1[0,2](ât ) + 3 1(2,∞)(ât ), t ∈ [0, 1].

This will raise some technical problems in Sect. 5.2.

Remark 2.4 Let P ∈ P S be fixed. It follows from the Blumenthal zero-one law that
E

P[ξ |Ft ] = E
P[ξ |F+

t ], P-a.s. for any t ∈ [0, 1] and P-integrable ξ . In particular, this
shows that any F+

t -measurable random variable has an Ft -measurable P-modification.

2.2 The nonlinear generator

Our nonlinear generator is a map

Ht (ω, y, z, γ ) : [0, 1] × � × R × R
d × DH → R,

where DH ⊂ R
d×d is a given subset containing 0. The corresponding conjugate of H

with respect to γ takes values in R ∪ {∞} and is given by:

Ft (ω, y, z, a) := sup
γ∈DH

{
1

2
a : γ − Ht (ω, y, z, γ )

}
, a ∈ S

>0
d ;

F̂t (y, z) := Ft (y, z, ât ) and F̂0
t := F̂t (0, 0).

(2.6)

Here and in the sequel a :γ denotes the trace of the product matrix aγ .
We denote by DFt (y,z) the domain of F in a for fixed (t, ω, y, z).

Example 2.5 The following are some examples of nonlinearities:

1) Let Ht (y, z, γ ) := 1
2 a0 : γ for some matrix a0 ∈ S

>0
d . Here DH = Sd , and

we directly calculate that Ft (ω, y, z, a0) = 0 and Ft (y, z, a) = ∞ whenever
at (ω) �= a0. So DFt (y,z) = {a0}.

2) A more interesting nonlinearity considered by Peng [13] will be commented later
and is defined by Ht (y, z, γ ) := 1

2 supa∈[a,a](a :γ ). Here again DH = Sd , and we
directly compute that Ft (ω, y, z, a) = 0 for a ∈ [a, a], and ∞ otherwise. Hence
DFt (y,z) = [a, a].

3) Our last example is motivated by the problem of hedging under gamma constraints
in financial mathematics. In the one-dimensional case, given two scalar 
 < 0 < 
,
the nonlinearity is Ht (y, z, γ ) = 1

2γ for γ ∈ [
,
], and ∞ otherwise. Here,
DH = [
,
] and Ft (ω, y, z, a) = 1

2

[

(a − 1)+ − 
(a − 1)−

]
. In this example

DFt (y,z) = R.
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For the reason explained in Remark 2.9 below, in this paper we shall fix a constant κ:

1 < κ ≤ 2, (2.7)

and restrict the probability measures in the following subset Pκ
H ⊂ P S :

Definition 2.6 Let Pκ
H denote the collection of all those P ∈ P S such that

a
P

≤ â ≤ aP, dt × dP-a.s. for some a
P
, aP ∈ S

>0
d ,

and E
P

⎡
⎢⎢⎣
⎛
⎝

1∫

0

|F̂0
t |κ dt

⎞
⎠

2
κ

⎤
⎥⎥⎦ < ∞. (2.8)

It is clear that Pκ
H is decreasing in κ , and ât ∈ DFt (0,0), dt ×dP-a.s. for all P ∈ Pκ

H .
Also, we emphasize on the fact that the bounds (a

P
, aP) are not uniform in P. In fact

this restriction on the set of measure is not essential. For instance, if the nonlinearity
(and the terminal data introduced later on) are bounded, then the bound is not needed.

Definition 2.7 We say a property holds Pκ
H -quasi-surely (Pκ

H -q.s. for short) if it holds
P-a.s. for all P ∈ Pκ

H .

Throughout this paper, the nonlinearity is assumed to satisfy the following condi-
tions.

Assumption 2.8 Pκ
H is not empty, and the domain DFt (y,z) = DFt is independent of

(ω, y, z). Moreover, in DFt , F is F-progressively measurable, uniformly continuous
in ω under the uniform convergence norm, and

|F̂t (y, z) − F̂t (y
′, z′)| ≤ C

(
|y − y′| + |â1/2(z − z′)|

)
, Pκ

H -q.s. (2.9)

for all t ∈ [0, 1], y, y′ ∈ R, z, z′ ∈ R
d .

Clearly, one can formulate conditions on H which imply the above Assumption.
We prefer to place our assumptions on F directly because this function will be the
main object for our subsequent analysis.

2.3 The spaces and norms

We now introduce the spaces and norms which will be needed for the formulation
of the second order BSDEs. Notice that all subsequent notations extend to the case
κ = 1.

For p ≥ 1, L p,κ
H denotes the space of all F1-measurable scalar r.v. ξ with

‖ξ‖p
L p,κ

H
:= sup

P∈Pκ
H

E
P[|ξ |p] < ∞;
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Wellposedness of second order backward SDEs 155

H
p,κ
H denotes the space of all F

+-progressively measurable R
d -valued processes Z

with

‖Z‖p
H

p,κ
H

:= sup
P∈Pκ

H

E
P

⎡
⎢⎣
⎛
⎝

1∫

0

|â1/2
t Zt |2 dt

⎞
⎠

p/2⎤
⎥⎦ < ∞;

D
p,κ
H denotes the space of all F

+-progressively measurable R-valued processes Y with

Pκ
H -q.s. càdlàg paths, and ‖Y‖p

D
p,κ
H

:= sup
P∈Pκ

H

E
P

[
sup

0≤t≤1
|Yt |p

]
< ∞.

For each ξ ∈ L1,κ
H , P ∈ Pκ

H , and t ∈ [0, 1], denote

E
H,P
t [ξ ] := ess sup

P′∈Pκ
H (t+,P)

P
E

P
′

t [ξ ] where Pκ
H (t+, P) := {P′ ∈ Pκ

H : P
′ = P on F+

t }.

It follows from Remark 2.4 that E
P
t [ξ ] := E

P[ξ |Ft ] = E
P[ξ |F+

t ], P-a.s. Then, for
each p ≥ κ , we define

L
p,κ
H :=

{
ξ ∈ L p,κ

H : ‖ξ‖
L

p,κ
H

< ∞
}

where

‖ξ‖p
L

p,κ
H

:= sup
P∈Pκ

H

E
P

[
ess sup
0≤t≤1

P

(
E

H,P
t [|ξ |κ ]

)p/κ
]

. (2.10)

The norm ‖ · ‖
L

p,κ
H

is somewhat less standard. Below, we justify this definition.

Remark 2.9 Assume PH := Pκ
H and L p

H := L p,κ
H do not depend on κ (e.g. when F̂0

is bounded).

(i) For 1 ≤ κ1 ≤ κ2 ≤ p, it is clear that

‖ξ‖L p
H

≤ ‖ξ‖
L

p,κ1
H

≤ ‖ξ‖
L

p,κ2
H

and thus L
p,κ2
H ⊂ L

p,κ1
H ⊂ L p

H .

Moreover, as in our paper [16] Lemma 6.2, under certain technical conditions,
we have

‖ξ‖
L

p1,p1
H

≤ C p2/p1‖ξ‖L
p2
H

and thus L p2
H ⊂ L

p1,p1
H , for any 1 ≤ p1 < p2.

(ii) In our paper [16], we used the norm ‖·‖
L

p,1
H

. However, this norm does not work in

the present paper due to the presence of the nonlinear generator, see Lemma 4.2.
So in this paper we shall assume κ > 1 in order to obtain the norm estimates.
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(iii) In the classical case where PH is reduced to a single measure PH = {P0}, we
have E

H,P0
t = E

P0
t and the process {EH,P0

t [|ξ |κ ], t ∈ [0, 1]} is a P0-martingale,
then it follows immediately from the Doob’s maximal inequality that, for all
1 ≤ κ < p,

‖ξ‖L p(P0)=‖ξ‖L p
H
≤‖ξ‖

L
p,κ
H

≤ C p,κ‖ξ‖L p
H

and thus L
p,κ
H = L p

H = L p(P0).

(2.11)

However, the above equivalence does not hold when κ = p. �

Remark 2.10 As in [16], in order to estimate ‖Y‖

D
p,κ
H

for the solution Y to the 2BSDE
with terminal condition ξ , it is natural to consider the supremum over t in the norm
of ξ . In fact we can show that the process Mt := E

H,P
t [|ξ |κ ] a P-supermartingale.

Therefore it admits a càdlàg version and thus the term supt∈[0,1] Mt is measurable. �

Finally, we denote by UCb(�) the collection of all bounded and uniformly contin-

uous maps ξ : � −→ R with respect to the ‖.‖∞-norm, and we let

Lp,κ
H := the closure of UCb(�) under the norm ‖ · ‖

L
p,κ
H

, for every 1 ≤ κ ≤ p.

(2.12)

Similar to (2.11), we have

Remark 2.11 In the case Pκ
H = {P0}, we have Lp,κ

H = L
p,κ
H = L p,κ

H = L p(P0) for
1 ≤ κ < p.

3 The second order BSDEs

We shall consider the following second order BSDE (2BSDE for short):

Yt = ξ −
1∫

t

F̂s(Ys, Zs) ds −
1∫

t

Zs d Bs + K1 − Kt , 0 ≤ t ≤ 1, Pκ
H -q.s.

(3.1)

Definition 3.1 For ξ ∈ L
2,κ
H , we say (Y, Z) ∈ D

2,κ
H × H

2,κ
H is a solution to 2BSDE

(3.1) if

• YT = ξ,Pκ
H -q.s.

• For each P ∈ Pκ
H , the process K P defined below has nondecreasing paths, P-a.s.:

K P
t := Y0 − Yt +

t∫

0

F̂s(Ys, Zs) ds +
t∫

0

Zs d Bs, 0 ≤ t ≤ 1, P-a.s. (3.2)
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Wellposedness of second order backward SDEs 157

• The family {K P, P ∈ Pκ
H } defined in (3.2) satisfies the following minimum condi-

tion:

K P
t = ess inf

P′∈Pκ
H (t+,P)

P
E

P
′

t

[
K P

′
1

]
, P-a.s. for all P ∈ Pκ

H , t ∈ [0, 1]. (3.3)

Moreover, if the family {K P, P ∈ Pκ
H } can be aggregated into a universal process K ,

we call (Y, Z , K ) a solution of 2BSDE (3.1).

Clearly, we may rewrite (3.2) as

Yt = ξ −
1∫

t

F̂s(Ys, Zs) ds −
1∫

t

Zsd Bs + K P

1 − K P
t , 0 ≤ t ≤ 1, P-a.s. (3.4)

In particular, if (Y, Z , K ) is a solution of 2BSDE (3.1) in the sense of the above
definition, then it satisfies (3.1) Pκ

H -q.s.
Finally, we note that, if P

′ ∈ Pκ
H (t+, P), then K P

s = K P
′

s , 0 ≤ s ≤ t, P-a.s. and
P

′-a.s.

3.1 Connection with the second order stochastic target problem [17]

Let (Y, Z) be a solution of 2BSDE (3.1). If the conjugate in (2.6) has measurable
maximizer, that is, there exists a process 
 such that

1

2
ât : 
t − Ht (Yt , Zt , 
t ) = F̂t (Yt , Zt ), (3.5)

then (Y, Z , 
) satisfies

Yt = ξ −
1∫

t

[
1

2
âs : 
s − Hs(Ys, Zs, 
s)

]
ds

−
1∫

t

Zsd Bs + K1 − Kt , 0 ≤ t ≤ 1,Pκ
H -q.s. (3.6)

If Z is a semi-martingale under each P ∈ P and d〈Z , B〉t = 
t d〈B〉t ,Pκ
H -q.s., then,

Yt = ξ +
1∫

t

Hs(Ys, Zs, 
s) ds −
1∫

t

Zs ◦ d Bs + K1 − Kt , 0 ≤ t ≤ 1, Pκ
H -q.s.

(3.7)

Here ◦ denotes the Stratonovich integral. We note that (3.7), (3.6), and (3.1) correspond
to the second order target problem which was first introduced in [14] under a slightly
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different formulation. The present form, together with its first and second relaxations,
were introduced in [17]. In particular, in the Markovian case, the process 
 essentially
corresponds to the second order derivative of the solution to a fully nonlinear PDE, see
Sect. 5. This justifies the denomination as “Second Order” BSDE of [4]. We choose to
define 2BSDE in the form of (3.1), rather than (3.6) or (3.7), because this formulation
is most appropriate for establishing the wellposedness result, which is the main result
of this paper and will be reported in Sect. 4 below.

3.2 An alternative formulation of 2BSDEs

In [4], the authors investigate the following so called 2BSDE in Markovian framework:

⎧⎪⎪⎨
⎪⎪⎩

Yt = g(B1) +
1∫

t

h(s, Bs, Ys, Zs, 
s) ds −
1∫

t

Zs ◦ d Bs,

d Zt = 
t d Bt + At dt,

0 ≤ t ≤ 1, P0-a.s.

(3.8)

where h is a deterministic function. Then uniqueness is proved in an appropriate space
Z for Z . The specification of Z is crucial, and there can be no uniqueness result if the
solution is allowed to be a general square integrable process. Indeed, the following
“simplest” 2BSDE with d = 1 has multiple solutions in the natural square integrable
space:

⎧⎪⎪⎨
⎪⎪⎩

Yt =
1∫

t

1

2
c
sds −

1∫

t

Zs ◦ d Bs,

d Zt = 
t d Bt + At dt,

0 ≤ t ≤ 1, P0-a.s. (3.9)

where c �= 1 is a constant. See Example 7.1 below. The reason is that, unless c = 1, P0
is not in Pκ

H for H(γ ) := 1
2 cγ . Also see Sect. 3.4 below.

3.3 Connection with G-expectations and G-martingales

In [16] we established the martingale representation theorem for G-martingales, which
were introduced by Peng [13]. In our framework, this corresponds to the specification
Ht (y, z, γ ) = G(γ ) := 1

2 supa≤a≤a(a : γ ), for some a, a ∈ S
>0
d .

As an extension of [16], and as a special case of our current setting, we set

Ht (y, z, γ ) := G(γ ) − ft (y, z). (3.10)

Then one can easily check that:

• DFt = [a, a] and Ft (y, z, a) = ft (y, z) for all a ∈ [a, a];
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Wellposedness of second order backward SDEs 159

• Pκ
H =

{
P ∈ Ps : a ≤ â ≤ a, dt × dP-a.s. and E

P

[( 1∫

0

| ft (0, 0)|κ dt
) 2

κ
]

< ∞
}

.

In this case (3.1) is reduced to the following 2BSDE:

Yt = ξ +
1∫

t

fs(Ys, Zs) ds −
1∫

t

Zs d Bs + K1 − Kt , Pκ
H -q.s. (3.11)

Moreover, we may decompose K into d Kt = kt dt + d K 0
t , where k ≥ 0 and d K 0

t is a
measure singular to the Lebesgue measure dt . One can easily check that there exists
process 
 such that G(
t ) − 1

2 ât : 
t = kt . Then (3.11) becomes

Yt = ξ +
1∫

t

(
1

2
âs : 
s − G(
s) + fs(Ys, Zs)

)
ds

−
1∫

t

Zs d Bs + K 0
1 − K 0

t , Pκ
H -q.s. (3.12)

The wellposedness of the latter G-BSDE (with K 0 = 0 and κ = 2) was left by Peng
as an open problem. We remark that, although the above two forms are equivalent, we
prefer (3.11) than (3.12) because the component 
 of the solution is not unique, and
we have no appropriate norm for the process 
.

3.4 Connection with the standard BSDE

Let H be the following linear function of γ :

Ht (y, z, γ ) = 1

2
Id :γ − ft (y, z), (3.13)

where Id is the identity matrix in R
d . We remark that in this case we do not need

to assume that f is uniformly continuous in ω. Then, under obvious extension of
notations, we have

DFt (ω) = {Id} and F̂t (y, z) = ft (y, z).

Assume that E
P0 [∫ 1

0 | ft (0, 0)|2 dt] < ∞, then Pκ
H = P2

H = {P0}. In this case, the
minimum condition (3.3) implies

0 = K0 = E
P0 [K1] and thus K = 0, P0-a.s.
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Hence, the 2BSDE (3.1) is equivalent to the following standard BSDE:

Yt = ξ −
1∫

t

fs(Ys, Zs) ds −
1∫

t

Zs d Bs, 0 ≤ t ≤ 1, P0-a.s. (3.14)

We note that, by Remark 2.11, in this case we have

L2,κ
H = L

2,κ
H = L2,κ

H = L
2(P0) for all 1 ≤ κ < 2.

4 Wellposedness of 2BSDEs

Throughout this paper Assumption 2.8 and the following assumption will always be
in force.

Assumption 4.1 The process F̂0 satisfies the integrability condition:

φ
2,κ
H := sup

P∈Pκ
H

E
P

⎡
⎢⎢⎣ess sup

0≤t≤1

P

⎛
⎝E

H,P
t

⎡
⎣

1∫

0

|F̂0
s |κ ds

⎤
⎦
⎞
⎠

2
κ

⎤
⎥⎥⎦ < ∞. (4.1)

Clearly the definition of φ
2,κ
H above is motivated by the norm ‖ξ‖

L
2,κ
H

in (2.10), and it

satisfies

sup
P∈Pκ

H

E
P

⎡
⎢⎣
⎛
⎝

1∫

0

|F̂0
t | dt

⎞
⎠

2⎤
⎥⎦ ≤ φ

2,κ
H . (4.2)

For any P ∈ Pκ
H , F

+-stopping time τ , and F+
τ -measurable random variable ξ ∈

L
2(P), let (YP,ZP) := (YP(τ, ξ),ZP(τ, ξ)) denote the solution to the following

standard BSDE:

YP
t = ξ −

τ∫

t

F̂s

(
YP

s ,ZP
s

)
ds −

τ∫

t

ZP
s d Bs, 0 ≤ t ≤ τ, P-a.s. (4.3)

We have the following result which is slightly stronger than the standard ones in the
literature. The proof is provided in Sect. 7.2 of the Appendix for completeness.
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Lemma 4.2 Suppose Assumption 2.8 holds. Then, for each P ∈ Pκ
H , the BSDE (4.3)

has a unique solution satisfying the following estimates:

|YP
t |2 ≤ Cκ

⎛
⎝E

P
t

⎡
⎣|ξ |κ +

1∫

t

|F̂0
s |κ ds

⎤
⎦
⎞
⎠

2
κ

, 0 ≤ t ≤ 1, P-a.s. (4.4)

E
P

⎡
⎣

1∫

0

|â1/2
t ZP

t |2 dt

⎤
⎦ ≤ CκE

P

⎡
⎢⎢⎣ sup

0≤t≤1

⎛
⎝E

P
t

⎡
⎣|ξ |κ +

1∫

0

|F̂0
s |κ ds

⎤
⎦
⎞
⎠

2
κ

⎤
⎥⎥⎦ . (4.5)

We note that in above lemma, and in all subsequent results, we shall denote by C a
generic constant which may vary from line to line and depends only on the dimension
d and the Lipschitz constant in (2.9) of Assumption 2.8. We shall also denote by Cκ

a generic constant which may depend on κ as well. We emphasize that, due to the
Lipschitz condition (2.9), the constants C and Cκ in the estimates will not depend on
the bounds a

P
and aP in (2.8).

4.1 Representation and uniqueness of the solution

Theorem 4.3 Let Assumptions 2.8 and 4.1 hold. Assume that ξ ∈ L
2,κ
H and that

(Y, Z) ∈ D
2,κ
H × H

2,κ
H is a solution to 2BSDE (3.1). Then, for any P ∈ Pκ

H and
0 ≤ t1 < t2 ≤ 1,

Yt1 = ess sup
P′∈Pκ

H (t1+,P)

P YP
′

t1 (t2, Yt2), P-a.s. (4.6)

Consequently, the 2BSDE (3.1) has at most one solution in D
2,κ
H × H

2,κ
H .

Proof. We first prove the last statement about uniqueness. So suppose that (4.6)
holds. Then as a special case with t2 = 1 we obtain

Yt = ess sup
P′∈Pκ

H (t+,P)

P YP
′

t (1, ξ), P-a.s. for all P ∈ Pκ
H , t ∈ [0, 1]. (4.7)

Therefore Y is unique. To prove the uniqueness of Z , we observe that d〈Y, B〉t =
Zt d〈B〉t ,Pκ

H -q.s.. Therefore the uniqueness of Y implies that Z is also unique.
It remains to prove (4.6).
(i) Fix 0 ≤ t1 < t2 ≤ 1 and P ∈ Pκ

H . For any P
′ ∈ Pκ

H (t1+, P), note that

Yt = Yt2 −
t2∫

t

F̂s(Ys, Zs) ds −
1∫

t

Zs d Bs + K P
′

t2 − K P
′

t , 0 ≤ t ≤ t2, P
′-a.s.
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and that K P
′
is nondecreasing, P

′-a.s. By (2.9), and applying the comparison principle
for standard BSDE under P, we have Yt1 ≥ YP

′
t1 (t2, Yt2), P

′-a.s. Since P
′ = P on F+

t1 ,

we get Yt1 ≥ YP
′

t1 (t2, Yt2), P-a.s. and thus

Yt1 ≥ ess sup
P′∈Pκ

H (t1+,P)

P YP
′

t1 (t2, Yt2), P-a.s. (4.8)

(ii) We now prove the other direction of the inequality. Fix P ∈ Pκ
H . For every P

′ ∈
Pκ

H (t1+, P), denote:

δY := Y − YP
′
(t2, Yt2) and δZ := Z − ZP

′
(t2, Yt2).

By the Lipschitz conditions (2.9), there exist bounded processes λ, η such that

δYt =
t2∫

t

(
λsδYs + ηs â1/2

s δZs

)
ds −

t2∫

t

δZs d Bs + K P
′

t2 − K P
′

t , t ≤ t2, P
′-a.s.

(4.9)

Define:

Mt := exp

⎛
⎝−

t∫

0

ηs â−1/2
s d Bs −

t∫

0

(
λs + 1

2
|ηs |2

)
ds

⎞
⎠ , 0 ≤ t ≤ t2, P

′-a.s.

(4.10)

By Itô’s formula, we have:

d (MtδYt ) = Mt

(
δZt − δYtηt â

−1/2
t

)
d Bt − Mt d K P

′
t , t1 ≤ t ≤ t2, P

′-a.s.

(4.11)

Then, since δYt2 = 0, using standard localization arguments if necessary, we compute
that:

Yt1 − YP
′

t1 (t2, Yt2) = δYt1 = M−1
t1 E

P
′

t1

⎡
⎣

t2∫

t1

Mt d K P
′

t

⎤
⎦

≤ E
P

′
t1

[
sup

t1≤t≤t2

(
M−1

t1 Mt

) (
K P

′
t2 − K P

′
t1

)]

by the non-decrease of K P
′
. By the boundedness of λ, η, for every p ≥ 1 we have,
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E
P

′
t1

[
sup

t1≤t≤t2

(
M−1

t1 Mt

)p + sup
t1≤t≤t2

(
Mt1 M−1

t

)p
]

≤ C p, t1 ≤ t ≤ t2, P
′-a.s.

(4.12)

Then it follows from the Hölder inequality that:

Yt1 − YP
′

t (t2, Yt2) ≤
(

E
P

′
t1

[
sup

t1≤t≤t2

(
M−1

t1 Mt

)3
])1/3 (

E
P

′
t1

[(
K P

′
t2 − K P

′
t1

)3/2
])2/3

≤ C

(
E

P
′

t1

[
K P

′
t2 − K P

′
t1

]
E

P
′

t1

[(
K P

′
t2 − K P

′
t1

)2
])1/3

We shall prove in Step (iii) below that

CP
t1 := ess sup

P′∈Pκ
H (t1+,P)

P
E

P
′

t1

[(
K P

′
t2 − K P

′
t1

)2
]

< ∞, P-a.s. (4.13)

Then, it follows from the last inequality that

Yt1 − ess sup
P′∈Pκ

H (t1+,P)

YP
′

t1 (t2, Yt2)

≤ C(CP
t1)

1/3 ess inf
P′∈Pκ

H (t1+,P)

(
E

P
′

t1

[
K P

′
t2 − K P

′
t1

])1/3 = 0, P-a.s.

by the minimum condition (3.3).
(iii) It remains to show that the estimate (4.13) holds. By the definition of the family
{K P, P ∈ Pκ

H } we have:

sup
P′∈Pκ

H (t1+,P)

E
P

′
[(

K P
′

t2 − K P
′

t1

)2
]

≤ C

(
‖Y‖2

D
2,κ
H

+ ‖Z‖2
H

2,κ
H

+ φ
2,κ
H

)
< ∞. (4.14)

We next use the definition of the essential supremum, see e.g. Neveu [11] to see that

ess sup
P′∈Pκ

H (t1+,P)

E
P

′
t1

[(
K P

′
t2 − K P

′
t1

)2
]

= sup
n≥1

E
Pn
t1

[(
K Pn

t2 − K Pn
t1

)2
]

, P-a.s. (4.15)

for some sequence (Pn)n≥1 ⊂ Pκ
H (t1+, P). Observe that for P

′
1, P

′
2 ∈ Pκ

H (t1+, P),
there exists P

′ ∈ Pκ
H (t1+, P) such that

E
P

′
t1

[(
K P

′
t2 − K P

′
t1

)2
]

= μt1 := max

{
E

P
′
1

t1

[(
K

P
′
1

t2 − K
P

′
1

t1

)2
]

, E
P

′
2

t1

[(
K

P
′
2

t2 − K
P

′
2

t1

)2
]}

.

(4.16)
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Indeed, set

E1 :=
{
μt1 = E

P
′
1

t1

[(
K

P
′
1

t2 − K
P

′
1

t1

)2
]}

and E2 := � \ E1,

so that both sets are in Ft1 . We then define the probability measure P
′ by,

P
′[E] := P

′
1[E ∩ E1] + P

′
2[E ∩ E2] for all E ∈ F1.

Then, by its definition, P′ satisfies (4.16) trivially. Moreover, in Sect. 7.3 of the Appen-
dix, it is proved that

P
′ ∈ Pκ

H (t1+, P). (4.17)

Using this construction, by using a subsequence, if necessary, we rewrite (4.15), as

ess sup
P′∈Pκ

H (t1+,P)

E
P

′
t1

[(
K P

′
t2 − K P

′
t1

)2
]

= lim
n→∞ ↑ E

Pn
t1

[(
K Pn

t2 − K Pn
t1

)2
]

.

It follows from (4.14) that

E
P

[
ess sup

P′∈Pκ
H (t1+,P)

E
P

′
t1

[(
K P

′
t2 − K P

′
t1

)2
]]

= E
P

[
lim

n→∞ ↑ E
Pn
t1

[(
K Pn

t2 − K Pn
t1

)2
]]

= lim
n→∞ ↑ E

Pn

[(
K Pn

t2 − K Pn
t1

)2
]

≤ sup
P′∈Pk

H (t1+,P)

E
P

′
[(

K P
′

t2 − K P
′

t1

)2
]

< ∞

by (4.14), which implies the required estimate (4.13). �

As an immediate consequence of the representation formula (4.7), together with

the comparison principle for BSDEs, we have the following comparison principle for
2BSDEs.

Corollary 4.4 Let Assumptions 2.8 and 4.1 hold. Assume ξ i ∈ L
2,κ
H and (Y i , Zi ) ∈

D
2,κ
H ×H

2,κ
H is a corresponding solution of the 2BSDE (3.1), i = 1, 2. If ξ1 ≤ ξ2,Pκ

H -
q.s. then Y 1 ≤ Y 2,Pκ

H -q.s.

4.2 A priori estimates and the existence of a solution

Theorem 4.5 Let Assumptions 2.8 and 4.1 hold.
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(i) Assume that ξ ∈ L
2,κ
H and that (Y, Z) ∈ D

2,κ
H × H

2,κ
H is a solution to 2BSDE

(3.1). Then there exist a constant Cκ such that

‖Y‖2
D

2,κ
H

+ ‖Z‖2
H

2,κ
H

+ sup
P∈Pκ

H

E
P[|K P

1 |2] ≤ Cκ

(
‖ξ‖2

L
2,κ
H

+ φ
2,κ
H

)
. (4.18)

(ii) Assume that ξ i ∈ L
2,κ
H and that (Y i , Zi ) ∈ D

2,κ
H ×H

2,κ
H is a corresponding solu-

tion to 2BSDE (3.1), i = 1, 2. Denote δξ := ξ1 − ξ2, δY := Y 1 − Y 2, δZ :=
Z1 − Z2, and δK P := K 1,P − K 2,P. Then there exists a constant Cκ such that

‖δY‖
D

2,κ
H

≤ Cκ‖δξ‖
L

2,κ
H

,

‖δZ‖2
H

2,κ
H

+ sup
P∈Pκ

H

E
P

[
sup

0≤t≤1
|δK P

t |2
]

≤ Cκ‖δξ‖
L

2,κ
H

(
‖ξ1‖

L
2,κ
H

+ ‖ξ2‖
L

2,κ
H

+
(
φ

2,κ
H

)1/2
)

. (4.19)

Proof. (i) First, by Lemma 4.2 we have:

|YP
t (1, ξ)|2 ≤ Cκ

⎛
⎝E

P
t

⎡
⎣|ξ |κ +

1∫

t

|F̂0
s |κ ds

⎤
⎦
⎞
⎠

2/κ

, P-a.s. for all P ∈ Pκ
H , t ∈ [0, 1].

By the representation formula (4.7), this provides

|Yt |2 ≤ Cκ

⎛
⎝E

H,P
t

⎡
⎣|ξ |κ +

1∫

t

|F̂0
s |κ ds

⎤
⎦
⎞
⎠

2/κ

, P-a.s. for all P ∈ Pκ
H , t ∈ [0, 1],

and, by the definition of the norms, we get

‖Y‖2
D

2,κ
H

≤ Cκ

(
‖ξ‖2

L
2,κ
H

+ φ
2,κ
H

)
. (4.20)

Next, under each P ∈ Pκ
H , applying Itô’s formula to |Y |2, it follows from the Lipschitz

conditions (2.9) that:

E
P

⎡
⎣

1∫

0

|â1/2
s Zs |2 ds

⎤
⎦ ≤ E

P

⎡
⎣|Y0|2 +

1∫

0

|â1/2
s Zs |2 ds

⎤
⎦

≤ CE
P

⎡
⎣|ξ |2 +

1∫

0

|Yt |
(
|F̂0

t | + |Yt | + |â1/2
t Zt |

)
ds +

1∫

0

|Yt |d K P
t

⎤
⎦
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≤ Cε−1
E

P

⎡
⎢⎣|ξ |2 + sup

0≤t≤1
|Yt |2 +

⎛
⎝

1∫

0

|F̂0
t | dt

⎞
⎠

2⎤
⎥⎦

+εE
P

⎡
⎣

1∫

0

|â1/2
t Zt |2 dt + |K P

1 |2
⎤
⎦

for any ε ∈ (0, 1]. By the definition of K P, one gets immediately that

E
P

[
|K P

1 |2
]

≤ C0E
P

⎡
⎢⎣|ξ |2 + sup

0≤t≤1
|Yt |2 +

1∫

0

|â1/2
t Zt |2 dt +

⎛
⎝

1∫

0

|F̂0
t | dt

⎞
⎠

2⎤
⎥⎦ ,

(4.21)

for some constant C0 independent of ε. Then,

E
P

⎡
⎣

1∫

0

|â1/2
s Zs |2 ds

⎤
⎦ ≤ Cε−1

E
P

⎡
⎢⎣|ξ |2 + sup

0≤t≤1
|Yt |2 +

⎛
⎝

1∫

0

|F̂0
t | dt

⎞
⎠

2⎤
⎥⎦

+(1 + C0)ε E
P

⎡
⎣

1∫

0

|â1/2
t Zt |2 dt

⎤
⎦ ,

where we recall that the constant C changes from line to line. By setting ε := [2(1 +
C0)]−1, this provides

E
P

⎡
⎣

1∫

0

|â1/2
s Zs |2 ds

⎤
⎦ ≤ CE

P

⎡
⎢⎣|ξ |2 + sup

0≤t≤1
|Yt |2 +

⎛
⎝

1∫

0

|F̂0
t | dt

⎞
⎠

2⎤
⎥⎦ .

By (4.20) and noting that φ
2,1
H ≤ φ

2,κ
H for κ > 1, we have

‖Z‖2
H

2,κ
H

≤ C

(
‖ξ‖2

L
2,κ
H

+ φ
2,κ
H

)
. (4.22)

This, together with (4.20) and (4.21), proves (4.18).
(ii) First, following the same arguments as in Lemma 4.2, we have

∣∣∣YP
t (1, ξ1) − YP

t (1, ξ2)

∣∣∣ ≤ C
(
E

P
t

[|δξ |κ])2/κ

, P-a.s. for all P ∈ Pκ
H , t ∈ [0, 1].

Then, following similar arguments as in (i) we have

‖δY‖
D

2,κ
H

≤ C‖δξ‖
L

2,κ
H

. (4.23)
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Next, under each P ∈ Pκ
H , applying Itô’s formula to |δY |2 we get

E
P

⎡
⎣

1∫

0

|â1/2
s δZs |2 ds

⎤
⎦ ≤ E

P

⎡
⎣|δY0|2 +

1∫

0

|â1/2
s δZs |2 ds

⎤
⎦

≤ CE
P

⎡
⎣|δξ |2 +

1∫

0

|δYt |
(
|δYt | + |â1/2

t δZt |
)

ds +
∣∣∣

1∫

0

δYt d(δK P
t )

∣∣∣
⎤
⎦

≤ CE
P

[
|δξ |2 + sup

0≤t≤1
|δYt |2 + sup

0≤t≤1
|δYt |[K 1,P

1 + K 2,P
1 ]

]

+1

2
E

P

⎡
⎣

1∫

0

|â1/2
t δZt |2 dt

⎤
⎦ .

Then, by (4.23) and (4.18),

E
P

⎡
⎣

1∫

0

|â1/2
s δZs |2 ds

⎤
⎦ ≤ Cκ‖δξ‖2

L
2,κ
H

+ Cκ‖δξ‖
L

2,κ
H

(
E

P
[
|K 1,P

1 |2 + |K 2,P
1 |2

])1/2

≤ Cκ‖δξ‖2
L

2,κ
H

+ Cκ‖δξ‖
L

2,κ
H

(
‖ξ1‖

L
2,κ
H

+ ‖ξ2‖
L

2,κ
H

+ (φ
2,κ
H )1/2

)
.

The estimate for δK P is obvious now. �

We are now ready to state the main result of this paper. Recall that L2,κ

H is the
closure of UCb(�) under the norm ‖.‖

L
2,κ
H

.

Theorem 4.6 Let Assumptions 2.8 and 4.1 hold. Then for any ξ ∈ L2,κ
H , the 2BSDE

(3.1) has a unique solution (Y, Z) ∈ D
2,κ
H × H

2,κ
H .

Proof. (i) We first assume ξ ∈ UCb(�). In this case, by Step 2 of the proof of Theo-
rem 4.5 in [17], there exist (Y, Z) ∈ D

2,κ
H ×H

2,κ
H such that Y1 = ξ , Pκ

H -q.s. and the K P

defined by (3.2) is nondecreasing, P-a.s. More precisely, Yt = V +
t := limQ�r↓t Vr ,

where V is defined in that paper. We notice that the modification of the space of
measure Pκ

H does not alter the arguments. Moreover, by Proposition 4.10 in [17], the
representation (4.7) holds:

Yt = ess sup
P′∈Pκ

H (t+,P)

P YP
′

t (1, ξ), P-a.s. for all P ∈ Pκ
H , t ∈ [0, 1]. (4.24)

The construction of V in [17] is crucially based on the so-called regular conditional
probability distribution (r.c.p.d., see Sect. 6.1) which allows to define the process Y on
� without exception of any zero measure set. Then, Y is shown to satisfy a dynamic
programming principle which induces the required decomposition by an appropriate
extension of the Doob–Meyer decomposition.
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(ii) It remains to check the minimum condition (3.3). We follow the arguments in
the proof of Theorem 4.3. For t ∈ [0, 1], P ∈ Pκ

H , and P
′ ∈ Pκ

H (t+, P), we denote
δY := Y −YP

′
(1, ξ), δY := Z −ZP

′
(1, ξ), and we introduce the process M of (4.10).

Then, it follows from the non-decrease of K P
′

that

Yt − YP
′

t (1, ξ) = δYt = E
P

′
t

⎡
⎣

1∫

t

Msd K P
′

s

⎤
⎦

≥ E
P

′
t

[(
inf

t≤s≤1
M−1

t Ms

)(
K P

′
1 − K P

′
t

)]
. (4.25)

On the other hand, by (4.12) and (4.25), we estimate by the Hölder inequality that

E
P

′
t

[
K P

′
1 − K P

′
t

]

= E
P

′
t

[(
inf

t≤s≤1
M−1

t Ms

)1/3 (
K P

′
1 − K P

′
t

)1/3
(

inf
t≤s≤1

M−1
t Ms

)−1/3 (
K P

′
1 − K P

′
t

)2/3
]

≤
(

E
P

′
t

[(
inf

t≤s≤1
M−1

t Ms

)(
K P

′
1 − K P

′
t

)]

E
P

′
t

[
sup

t≤s≤1
Mt M−1

s

]
E

P
′

t

[(
K P

′
1 − K P

′
t

)2
])1/3

≤ C

(
E

P
′

t

[(
K P

′
1

)2
]

E
P

′
t

[(
inf

t≤s≤1
M−1

t Ms

)(
K P

′
1 − K P

′
t

)])1/3

≤ C

(
E

P
′

t

[(
K P

′
1

)2
])1/3

(δYt )
1/3 .

By following the argument of the proof of Theorem 4.3 (ii) and (iii), we then deduce
that the family {K P, P ∈ Pκ

H } inherits the minimum condition (3.3) from (4.24).

(ii) In general, for ξ ∈ L2,κ
H , by the definition of the space L2,κ

H there exist ξn ∈
UCb(�) such that limn→∞ ‖ξn − ξ‖

L
2,κ
H

= 0. Then it is clear that

sup
n≥1

‖ξn‖
L

2,κ
H

< ∞ and lim
n,m→∞ ‖ξn − ξm‖

L
2,κ
H

= 0. (4.26)

Let (Y n, Zn) ∈ D
2,κ
H × H

2,κ
H be the solution to 2BSDE (3.1) with terminal condition

ξn , and

K n,P
t := Y n

0 − Y n
t +

t∫

0

F̂s
(
Y n

s , Zn
s

)
ds +

t∫

0

Zn
s d Bs, 0 ≤ t ≤ 1, P-a.s. (4.27)
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By Theorem 4.5, as n, m → ∞ we have

‖Y n − Y m‖2
D

2,κ
H

+ ‖Zn − Zm‖2
H

2,κ
H

+ sup
P∈Pκ

H

E
P

[
sup

0≤t≤1
|K n,P

t − K m,P
t |2

]

≤ Cκ‖ξn − ξm‖2
L

2,κ
H

+ Cκ

(
‖ξn‖

L
2,κ
H

+ ‖ξm‖
L

2,κ
H

+ ‖F̂0‖
H

2,κ
H

)
‖ξn − ξm‖

L
2,κ
H

→ 0.

Then by otherwise choosing a subsequence, we may assume without loss of generality
that,

‖Y n − Y m‖2
D

2,κ
H

+ ‖Zn − Zm‖2
H

2,κ
H

+ sup
P∈Pκ

H

E
P

[
sup

0≤t≤1
|K n,P

t − K m,P
t |2

]
≤ 2−n,

(4.28)

for all m ≥ n ≥ 1. This implies that, for every P ∈ Pκ
H and m ≥ n ≥ 1,

P

⎡
⎣ sup

0≤t≤1

[
|Y n

t − Y m
t |2 + |K n,P

t − K m,P
t |2

]
+

1∫

0

|Zn
t − Zm

t |2 dt >
1

n

⎤
⎦ ≤ Cn2−n .

(4.29)

Define

Y := lim
n→∞ Y n, Z := lim

n→∞ Zn, K P := lim
n→∞ K n,P, (4.30)

where the lim for Z is taken componentwise. It is clear that Y, Z , K P are all F
+-pro-

gressively measurable. By (4.29), it follows from the Borel–Cantelli Lemma that

lim
n→∞

⎡
⎣ sup

0≤t≤1

{
|Y n

t − Yt |2 + |K n,P
t − K P

t |2
}

+
1∫

0

|Zn
t − Zt |2 dt

⎤
⎦ = 0,

P-a.s. for all P ∈ Pκ
H .

Since Y n, K n,P are càdlàg and K n,P is nondecreasing, this implies that Y is càdlàg,
Pκ

H -q.s. and K P is càdlàg and nondecreasing, P-a.s. Moreover, for every P ∈ Pκ
H and

n ≥ 1, sending m → ∞ in (4.28) and applying Fatou’s lemma under P, we obtain:

E
P

⎡
⎣ sup

0≤t≤1

{
|Y n

t − Yt |2 + |K n,P
t − K P

t |2
}

+
1∫

0

|Zn
t − Zt |2

⎤
⎦ ≤ 2−n .
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This implies that

‖Y n − Y‖2
D

2,κ
H

+ ‖Zn − Z‖2
H

2,κ
H

+ sup
P∈Pκ

H

E
P

[
sup

0≤t≤1
|K n,P

t − K P
t |2
]

≤ 2−n → 0, as n → ∞.

Then it is clear that (Y, Z) ∈ D
2,κ
H × H

2,κ
H .

Finally, since (Y n, Zn, K n,P) satisfy (3.4) and (4.7), the limit (Y, Z , K P) also sat-
isfies (3.4) and (4.7). Then by the proof of Theorem 4.6, the family {K P, P ∈ Pκ

H }
satisfies (3.3). Hence (Y, Z) is a solution to 2BSDE (3.1). �


Remark 4.7 After the completion of this paper, Marcel Nutz pointed out that our solu-
tion of the 2BSDE in the present contexts is in fact F-progressively measurable, as
a consequence of the uniform continuity in ω in our setting. See Proposition 4.11 in
[17]. However, the F

+-progressive measurability developed in this paper seems to be
more robust to potential extensions of the spaces.

5 Connection with fully nonlinear PDEs

5.1 The Markovian setup

In this section we consider the case:

Ht (ω, y, z, γ ) = h(t, Bt (ω), y, z, γ ),

where h : [0, 1] × R
d × R × R

d × Dh → R is a deterministic map. Then the
corresponding conjugate and bi-conjugate functions become

f (t,x, y, z, a) := sup
γ∈Dh

{
1

2
a : γ − h(t,x, y, z, γ )

}
, a ∈ S

>0
d , (5.1)

ĥ(t,x, y, z, γ ) := sup
a∈S

>0
d

{
1

2
a : γ − f (t,x, y, z, a)

}
, γ ∈ R

d×d . (5.2)

Notice that −∞ < ĥ ≤ h and ĥ is nondecreasing convex in γ . Also, ĥ = h if and
only if h is convex and nondecreasing in γ .

In the present context, we write Pκ
h := Pκ

H . The following is a slight strengthening
of Assumption 2.8 to our Markov framework.

Assumption 5.1 Pκ
h is not empty, the domain D ft of the map a �−→ f (t,x, y, a) is

independent of (x, y, z). Moreover, on D ft , f is uniformly continuous in t , uniformly
in a, and for some constant C and modulus of continuity ρ with polynomial growth:
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∣∣ f (t,x, y, z, a)− f (t,x′, y′, z′, a)
∣∣≤ ρ(|x− x′|)+ C

(
|y − y′| + ∣∣a1/2(z1 − z2)

∣∣) ,

(5.3)

for all t ∈ [0, 1], a ∈ D ft ,x,x′, z, z′ ∈ R
d , y, y′ ∈ R.

Next, let g : R
d → R be a Lebesgue measurable function. In this section we shall

always consider the 2BSDE (3.1) in this Markovian setting with terminal condition
ξ = g(B1):

Yt = g(B1) −
1∫

t

f (s, Bs, Ys, Zs, âs) ds

−
1∫

t

Zs d Bs + K1 − Kt , 0 ≤ t ≤ 1, Pκ
H -q.s. (5.4)

Our main objective is to establish the connection Yt = v(t, Bt ), t ∈ [0, 1],Pκ
H -q.s.

where v solves, in some sense, the following fully nonlinear PDE:

{Lv(t,x) := ∂tv(t,x) + ĥ
(
t,x, v(t,x), Dv(t,x), D2v(t,x)

) = 0, 0 ≤ t < 1,

v(1,x) = g(x).

(5.5)

We remark that the nonlinearity of the above PDE is the nondecreasing and convex
envelope ĥ, not the original h. This is illustrated by the following example.

Example 5.2 The problem of hedging under gamma constraints in dimension d = 1,
as formulated by Cheridito et al. [3], leads to the specification

h(t,x, y, z, γ ) := 1

2
γ if γ ∈ [
,
], and ∞ otherwise,

where 
 < 0 < 
 are given constants. Then, direct calculation leads to

f (a) = 1

2

(

(a − 1)+ − 
(a − 1)−

)
, a > 0,

ĥ(γ ) = 1

2
(γ ∨ 
) if γ ≤ 
, and ∞ otherwise.

�

We will discuss further this case in Example 5.12 below, in order to obtain the non-

linearity appearing in the PDE characterization of [3] for the superhedging problem
under gamma constraints. Indeed, Eq. (5.5) needs to be reformulated in some appro-
priate sense if Dh �= Sd , because then ĥ may take infinite values, and the meaning
of (5.5) is not clear anymore. This leads typically to a boundary layer and requires
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the interpretation of the equation in the relaxed boundary value sense of viscosity
solutions, see, e.g. [5].

5.2 A nonlinear Feynman–Kac representation formula

Theorem 5.3 Let Assumption 5.1 hold true. Suppose further that ĥ is continuous in
its domain, D f is independent of t and is bounded both from above and away from 0.
Let v ∈ C1,2([0, 1), R

d) be a classical solution of (5.5) with {(v, Dv)(t, Bt ), t ∈
[0, 1]} ∈ D

2,κ
H × H

2,κ
H . Then:

Yt := v(t, Bt ), Zt := Dv(t, Bt ), Kt :=
t∫

0

ks ds

with kt := ĥ (t, Bt , Yt , Zt , 
t ) − 1

2
ât :
t + f

(
t, Bt , Yt , Zt , ât

)
and 
t := D2v(t, Bt )

is the unique solution of the 2BSDE (5.4).

Proof. By definition Y1 = g(B1) and (5.4) is verified by immediate application of
Itô’s formula. It remains to prove the minimum condition:

ess inf
P′∈Pκ

H (t+,P)
E

P
′

t

⎡
⎣

1∫

t

ks ds

⎤
⎦ = 0 for all t ∈ [0, 1], P ∈ Pκ

H , (5.6)

by which we can conclude that (Y, Z , K ) is a solution of the 2BSDE (5.4). Since
g(B1) ∈ L

2,κ
H , the uniqueness follows from Theorems 4.3 and 4.5 (i).

To prove (5.6), we follow the same argument as in the proof of Lemma 3.1 in [8].
For every ε > 0, notice that the set

Aε :=
{

a ∈ D f : ĥ(t, Bt , Yt , Zt , 
t ) ≤ 1

2
a : 
t − f (t, Bt , Yt , Zt , a) + ε

}

is not empty. Then it follows from a measurable selection argument that there exists a
predictable process aε taking values in D f such that

ĥ(t, Bt , Yt , Zt , 
t ) ≤ 1

2
aε

t : 
t − f (t, Bt , Yt , Zt , aε
t ) + ε.

We note that this in particular implies that 
t ∈ Dĥ .
In the remainder of this proof, we show the existence of an F-progressively mea-

surable process αε with values in S
>0
d and

∫ 1
0 |αε

s | ds < ∞ such that, P
αε

-a.s., â is in
Aε. We recall from Remarks 2.2 and 2.3 that this is not guaranteed in general. Notice
that this technical difficulty is inherent to the problem and requires to be addressed
even if a maximizer for ĥ does exist.
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Let P := P
α ∈ PH and t0 ∈ [0, 1] be fixed. Let

τ ε
0 := 1 ∧ inf

{
t ≥ t0 | Kt ≥ Kt0 + ε

}
,

and define:

τ ε
n+1 := 1 ∧ inf

{
t ≥ τ ε

n | ĥ(t, Bt , Yt , 
t )≥ 1

2
aε
τε

n
: 
t − f

(
t, Bt , Yt , Zt , aε

τε
n

)
+ 2ε

}
,

for n ≥ 0. Since K is continuous, notice that τ ε
0 > t0,Pκ

H -q.s.. Also, since B, Y, Z , 


are all continuous in t, τ ε
n are F-stopping times and, for any fixed ω, are uniformly

continuous in t .
Next, for any fixed a ∈ D f , the function f (., a) is continuous. Also ĥ is continuous.

Then for Pκ
H -q.s. ω ∈ �,

ĥ (t, Bt (ω), Yt (ω), Zt (ω), 
t (ω)) − 1

2
aε
τε

n
(ω) : 
t (ω)

+ f
(

t, Bt (ω), Yt (ω), Zt (ω), aε
τε

n
(ω)

)

is uniformly continuous in t for t ∈ [τ ε
n (ω), 1]. Then τ ε

n+1(ω)− τ ε
n (ω) ≥ δ(ε, ω) > 0

whenever τ ε
n+1(ω) < 1, where the constant δ(ε, ω) does not depend on n. This implies

that τ ε
n (ω) = 1 for n large enough. Applying the arguments in Example 4.5 of [15]

on [τ ε
0 , 1], one can easily see that there exists an F-progressively measurable process

αε taking values in D f such that

αε
t = αt for t ∈ [0, τ ε

0

]
and ât =

∞∑
n=0

aε
τε

n
1[τ ε

n ,τ ε
n+1)

(t),

dt × dP
αε

-a.s. on
[
τ ε

0 , 1
]× �.

This implies that

ĥ(t, Bt , Yt , Zt , 
t ) ≤ 1

2
ât : 
t − f (t, Bt , Yt , Zt , ât ) + 2ε,

dt × dP
αε

-a.s. on [τ ε
0 , 1] × �,

Under our conditions it is obvious that P
αε ∈ Pκ

H , then P
αε ∈ Pκ

H (t0+, P) since
τ ε

0 > t0. Therefore,

ess inf
P′∈Pκ

H (t0+,P)

P
E

P
′

t0

⎡
⎣

1∫

t0

kt dt

⎤
⎦ ≤ ε + E

P
αε

t0

⎡
⎢⎣

1∫

τ ε
0

kt dt

⎤
⎥⎦ ≤ ε + 2ε(1 − t0), P-a.s.

By the arbitrariness of ε > 0, and the nonnegativity of k, this provides (5.6). �
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5.3 Markovian solution of the 2BSDE

Following the classical terminology in the BSDE literature, we say that the solution
of the 2BSDE is Markovian if it can be represented by means of a determinitic func-
tion of (t, Bt ). In this subsection we construct a deterministic function u, by using a
probabilistic representation in the spirit of (4.7), and show its connection with 2BSDE
(5.4). The connection between u and the PDE (5.5) will be established in the next
subsection.

Following [17], we introduce the shifted probability spaces. For 0 ≤ t ≤ 1, denote
by �t := {ω ∈ C([t, 1], R

d) : ω(t) = 0} the shifted canonical space; Bt the shifted
canonical process on �t ; P

t
0 the shifted Wiener measure; F

t the shifted filtration gen-

erated by Bt , P t
S the corresponding collection of martingale measures induced by the

strong formulation, and ât the universal quadratic variation density of Bt . In light of
Definition 2.6, we define

Definition 5.4 For t ∈ [0, 1], let Pκ,t
h denote the collection of all those P ∈ P t

S such
that

a
P

≤ ât ≤ aP, ds × dP-a.s. on [t, 1] × �t , for some a
P
, aP ∈ S

>0
d ,

and E
P

⎡
⎢⎣
⎛
⎝

1∫

t

| f̂ t,0
s )|κ ds

⎞
⎠

2/κ
⎤
⎥⎦ < ∞, where f̂ t,0

s := f
(
s, 0, 0, 0, ât

s

)
. (5.7)

Remark 5.5 By Lemma 6.1 below, Pκ
h �= ∅ implies that Pκ,t

h �= ∅ for all t ∈ [0, 1]. �

By Assumption 5.1, the polynomial growth of ρ, and the first part of (5.7), it is

clear that

E
P

⎡
⎢⎣
⎛
⎝

1∫

t

| f̂ t,0
s |κ ds

⎞
⎠

2/κ
⎤
⎥⎦ <∞ if and only if E

P

⎡
⎢⎣
⎛
⎝

1∫

t

| f
(
s, Bt

s , 0, 0, ât
s
) |κ ds

⎞
⎠

2/κ
⎤
⎥⎦ <∞,

and thus, for t = 0, we see that Pκ
h = Pκ,0

h as defined in Definition 2.6.
We next define a similar notation to (4.3). For any (t,x) ∈ [0, 1] × R

d , denote

Bt,x
s := x + Bt

s for all s ∈ [t, 1].

Let τ be and F
t -stopping time, P ∈ Pκ,t

h , and η a P-square integrable F t
τ -measur-

able r.v. See Remark 2.4. We denote by (YP,ZP) := (Y t,x,P(τ, η),Z t,x,P(τ, η)) the
solution of the following BSDE:

YP
s = η −

τ∫

t

f
(

r, Bt,x
r ,YP

r ,ZP
r , âr

)
dr −

τ∫

s

ZP
r d Br , t ≤ s ≤ τ, P-a.s.

(5.8)
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Similar to (4.3), under our assumptions the above BSDE has a unique solution. We
now introduce the value function:

u(t,x) := sup
P∈Pκ,t

h

Y t,x,P
t

(
1, g

(
Bt,x

1

))
, for (t,x) ∈ [0, 1] × R

d . (5.9)

By the Blumenthal zero-one law (2.5), it follows that Y t,x,P
t (1, g(Bt,x

1 )) is a constant
and thus u(t,x) is deterministic.

Remark 5.6 Notice that, in contrast with the previous sections, we are now implicitly
working with the filtration F. However, the subsequent Theorem 5.9 connects u(t, Bt )

to the solution of the 2BSDE, implying that Y is F-progressively measurable. See
Remark 4.7.

We next state a strengthening of Assumption 4.1 in the present Markov framework.

Assumption 5.7 The function g has polynomial growth, and there exists a continuous
positive function �(t,x) such that, for any (t,x):

sup
P∈Pκ,t

h

E
P

⎡
⎣|g (Bt,x

1

) |κ +
1∫

t

| f
(
s, Bt,x

s , 0, 0, ât
s

) |κ ds

⎤
⎦ ≤ �κ(t,x), (5.10)

sup
P∈Pκ,t

h

E
P

[
sup

t≤s≤1
�2 (s, Bt,x

s

)]
< ∞. (5.11)

By the definition of �, it is clear that

|u| ≤ �. (5.12)

Remark 5.8 There are two typical sufficient conditions for the existence of such �:

(i) f and g are bounded. In this case one can choose � to be a constant.

(ii) D f is bounded and sup
P∈Pκ,t

h
E

P

[∫ 1
t | f̂ t,0

s |κ ds
]

≤ C for all t . In this case one

can choose � to be a polynomial of |x|. �

Theorem 5.9 Let Assumptions 5.1 and 5.7 hold true, and g be uniformly continu-
ous, so that the 2BSDE (5.4) has a unique solution (Y, Z) ∈ D

2,κ
H × H

2,κ
H . Then

Yt = u(t, Bt ). Moreover, u is uniformly continuous in x, uniformly in t , and right
continuous in t .

Proof. The wellposedness of 2BSDE (5.4) follows directly from Theorem 4.6. Notice
that u(t, Bt ) = Vt as defined in [17]. By Remark 4.7, Yt = Vt , and thus Yt = u(t, Bt ).

The uniform continuity of u follows from Lemma 4.6 of [17]; alternatively one can
follow the proof of Lemma 4.2 applied to the difference of two solutions. Finally, for
any (t,x) and δ > 0, the decomposition

|u(t + δ,x) − u(t,x)| = u(t + δ,x) − u
(
t + δ, Bt,x

t+δ

)+ Y t,x
t+δ − Y t,x

t
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implies the right continuity of u in t , as a consequence of the uniform continuity of u
in x, uniformly in t , and the right continuity of the process Y. �


Finally, for later use, we provide an additional regularity result on u.

Proposition 5.10 Let Assumptions 5.1 and 5.7 hold true, and g be lower-semi
continuous. Then u is lower-semicontinuous in (t,x).

The proof is closely related to the Dynamic Programming Principle, and is postponed
to Sect. 6.4.

5.4 The viscosity solution property

We shall make use of the classical notations in the theory of viscosity solutions:

u∗(θ) := lim
θ ′→θ

u(θ) and u∗(θ) := lim
θ ′→θ

u(θ ′), for θ = (t,x);

ĥ∗(θ) := lim
θ ′→θ

ĥ(θ ′) and ĥ∗(θ) := lim
θ ′→θ

ĥ(θ ′), for θ = (t,x, y, z, γ ).
(5.13)

Theorem 5.11 Let Assumptions 5.1 and 5.7 hold true. Then:

(i) u is a viscosity subsolution of

− ∂t u
∗ − ĥ∗(·, u∗, Du∗, D2u∗) ≤ 0 on [0, 1) × R

d . (5.14)

(ii) Assume further that g is lower-semicontinuous and D f is independent of t , then
u is a viscosity supersolution of

− ∂t u∗ − ĥ∗
(
·, u∗, Du∗, D2u∗

)
≥ 0 on [0, 1) × R

d . (5.15)

Example 5.12 Let us illustrate the role of ĥ∗ and ĥ∗ in the context of Example 5.2. In
this case, one can check immediately that

ĥ∗ = ĥ and ĥ∗(γ ) = 1

2
(γ ∨ 
)1{γ<
} + ∞1{γ≥
}.

Then the above viscosity properties are equivalent to

min

{
−∂t u

∗ − 1

2
(D2u∗ ∨ 
), 
̄ − D2u∗

}
≤ 0,

min

{
−∂t u∗ − 1

2
(D2u∗ ∨ 
), 
̄ − D2u∗

}
≥ 0,

which is exactly the nonlinearity obtained in [3]. �
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Remark 5.13 (i) If u is continuous and Dĥ = R
d×d , then by Theorem 5.11 u is a

viscosity solution to PDE (5.5) in the standard sense.
(ii) If the comparison principle for the following relaxed boundary value fully nonlin-
ear PDE (5.14)–(5.15) with boundary condition holds:

max
{(

−∂tv − ĥ∗(·, v, Dv, D2v)
)

(T, .), v(T, .) − g
}

≥ 0

min
{(

−∂tv − ĥ∗(·, v, Dv, D2v)
)

(T, .), v(T, .) − g
}

≤ 0
(5.16)

then u is continuous and is the unique viscosity solution to the above problem. We
refer to Crandal et al. [5] for the notion of relaxed boundary problems. �


The viscosity property is a consequence of the following dynamic programming
principle.

Proposition 5.14 Let g be lower-semicontinuous, t ∈ [0, 1], and {τP, P ∈ Pκ,t
h } be a

family of F
t -stopping times. Then, under Assumptions 5.1 and 5.7:

u(t,x) = sup
P∈Pκ,t

h

Y t,x,P
t

(
τP, u

(
τP, Bt,x

τP

))
.

The proof of Proposition 5.14 is reported in Sects. 6.2 and 6.4.

Proof of Theorem 5.11 (i) We argue by contradiction, and we aim for a contradiction
of the dynamic programming principle. Assume to the contrary that

0 = (u∗ − ϕ)(t0,x0) > (u∗ − ϕ)(t,x) for all (t,x) ∈ ([0, 1] × R
d) \ {(t0,x0)}

(5.17)

for some (t0,x0) ∈ [0, 1) × R
d and

(
−∂tϕ − ĥ∗ (., ϕ, Dϕ, D2ϕ

))
(t0,x0) > 0, (5.18)

for some smooth function ϕ. By (5.12), without loss of generality we may assume
|ϕ| ≤ �. We note that (5.18) implies that D2ϕ(t0,x0) ∈ Dĥ . Since ĥ∗ is upper-semi
continuous and ϕ is smooth, there exists an open ball Or (t0,x0), centered at (t0,x0)

with radius r , such that

−∂tϕ − ĥ(., ϕ, Dϕ, D2ϕ) ≥ 0, on Or (t0,x0).

Then, we deduce from the definition of ĥ that

− ∂tϕ − 1

2
α : D2ϕ + f (., ϕ, Dϕ, α) ≥ 0 on Or (t0,x0) for all α ∈ S

>0
d (R).

(5.19)
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By the strict maximum property (5.17), we notice that

η := − max
∂Or (t0,x0)

(
u∗ − ϕ

)
> 0. (5.20)

Let (tn,xn) be a sequence of Or (t0,x0) such that

(tn,xn) −→ (t0,x0) and u(tn,xn) −→ u∗(t0,x0),

and define the stopping time τn := inf{s > tn : (s, Btn ,xn
s ) �∈ Or (t0,x0)}. Without

loss of generality we may assume r < 1 − t0, then τn < 1 and thus (τn, Btn ,xn
τn ) ∈

∂Or (t0,x0). With this construction we have

cn := (ϕ − u)(tn,xn) → 0 and u∗ (τn, Btn ,xn
τn

) ≤ ϕ
(
τn, Btn ,xn

τn

)− η, (5.21)

by the continuity of the coordinate process.
For any P

n ∈ Pκ,tn
h , we now compute by the comparison result for BSDEs and

classical estimates that

Y tn ,xn ,Pn

tn

(
τn, u∗ (τn, Btn ,xn

τn

))− u(tn,xn)

≤ Y tn ,xn ,Pn

tn

(
τn, ϕ

(
τn, Btn ,xn

τn

)− η
)− ϕ(tn,xn) + cn

≤ Y tn ,xn ,Pn

tn

(
τn, ϕ

(
τn, Btn ,xn

τn

))− ϕ(tn,xn) + cn − η′ (5.22)

for some positive constant η′ independent of n. Set

(
Y n, Zn) :=

(
Y tn ,xn ,Pn

,Z tn ,xn ,Pn
) (

τn, ϕ
(
τn, Btn ,xn

τn

))
,

δY n
s := Y n

s − ϕ
(
s, Btn ,xn

s

)
, and δZn

s := Zn
s − Dϕ

(
s, Btn ,xn

s

)
.

It follows from Itô’s formula together with the Lipschitz properties of f that, P
n-a.s.

d
(
δY n

s

) =
(

−∂tϕ − 1

2
âs : D2ϕ + f

(
., Y n

s , Zn
s , âs

)) (
s, Btn ,xn

s

)
ds + δZn

s d Bs

=
(
φn

s + λsδY n
s + δZn

s ᾱ1/2βs

)
ds + δZn

s d Bs

where λ and β are bounded progressively measurable processes, and

φn
s :=

(
−∂tϕ − 1

2
âs : D2ϕ + f

(
., ϕ, Dϕ, âs

)) (
s, Btn ,xn

s

) ≥ 0 for s ∈ [tn, τn] ,

by (5.25) and the definition of τn . Let M be defined by (4.10), but starting from tn and
under P

n . Then

Y tn ,xn ,Pn

tn

(
τn, ϕ

(
τn, Btn ,xn

τn

))− ϕ (tn,xn) = δY n
tn ≤ E

P
n [

Mτn δY n
τn

] = 0.
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Plugging this in (5.22), we get

Y tn ,xn ,Pn

tn

(
τn, u∗ (τn, Btn ,xn

τn

))− u (tn,xn) ≤ cn − η′.

Note that P
n ∈ Pκ,tn

h is arbitrary and cn does not depend on P
n . Then

sup
P∈Pκ,tn

h

Y tn ,xn ,P
tn

(
τn, u∗ (τn, Btn ,xn

τn

))− u (tn,xn) ≤ cn − η′ < 0,

for large n. This is in contradiction with the dynamic programming principle of Prop-
osition 5.14 (or, more precisely, Lemma 6.2 below to avoid the condition that g is
lower-semicontinuous).
(ii) We again argue by contradiction, aiming for a contradiction of the dynamic pro-
gramming principle of Proposition 5.14. Assume to the contrary that

0 = (u∗ − ϕ)(t0,x0) < (u∗ − ϕ) (t,x) for all (t,x) ∈
(
[0, 1] × R

d
)

\ {(t0,x0)}
(5.23)

for some (t0,x0) ∈ [0, 1) × R
d and

(
−∂tϕ − ĥ∗(., ϕ, Dϕ, D2ϕ)

)
(t0,x0) < 0,

for some smooth function ϕ. By (5.12), without loss of generality we may assume
again that |ϕ| ≤ �. Note that ĥ∗ ≤ ĥ. Then

(
−∂tϕ − ĥ(., ϕ, Dϕ, D2ϕ)

)
(t0,x0) < 0.

If D2ϕ(t0,x0) ∈ Dĥ , then it follows from the definition of ĥ that

(
−∂tϕ − 1

2
ᾱ : D2ϕ + f (., ϕ, Dϕ, ᾱ)

)
(t0,x0) < 0 (5.24)

for some ᾱ ∈ S
>0
d . In particular, this implies that ᾱ ∈ D f . If D2ϕ(t0,x0) /∈ Dĥ , since

∂tϕ(t0,x0) is finite, we still have ᾱ ∈ D f so that (5.24) holds. Now by the smoothness
of ϕ and (5.3), and recalling that D f is independent of t , there exists an open ball
Or (t0,x0) with 0 < r < 1 − t0 such that

− ∂tϕ − 1

2
ᾱ : D2ϕ + f (., ϕ, Dϕ, ᾱ) ≤ 0 on Or (t0,x0). (5.25)

By the strict minimum property (5.23), we notice that

η := min
∂ Br (t0,x0)

(u∗ − ϕ) > 0. (5.26)
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As in (i), we consider a sequence (tn,xn) of Or (t0,x0) such that

(tn,xn) −→ (t0,x0) and u(tn,xn) −→ u∗(t0,x0),

and we define the stopping time τn := inf{s > tn : (s, Btn ,xn
s ) �∈ Or (t0,x0)}, so that

cn := (u − ϕ)(tn,xn) → 0 and u∗
(
τn, Btn ,xn

τn

) ≥ ϕ
(
τn, Btn ,xn

τn

)+ η. (5.27)

For each n, let P̄
n := P

ᾱ ∈ P tn
S be the local martingale measure induced by the con-

stant diffusion ᾱ. By (5.3), one can easily see that P̄
n ∈ Pκ,tn

H . We then follow exactly
the same line of argument as in (i) to see that

u(tn,xn) − Y tn ,xn ,P̄n

tn

(
τn, u∗

(
τn, Btn ,xn

τn

)) ≤ cn − η′, P̄-a.s.

where η′ is a positive constant independent of n. For large n, we have cn − η′ < 0,
and this is in contradiction with the dynamic programming principle. �


6 The dynamic programming principle

In this section we prove Propositions 5.14 and 5.10.

6.1 Regular conditional probability distributions

The key tool to prove the dynamic programming principle is the regular conditional
probability distributions (r.c.p.d.), introduced by Stroock–Varadhan [18]. We adopt
the notations of our accompanying paper [17]. For 0 ≤ t ≤ s ≤ 1, ω ∈ �t , ω̃ ∈ �s ,
and F t

1-measurable random variable ξ , define:

ξ s,ω(ω̃) := ξ(ω ⊗s ω̃) where (ω ⊗s ω̃)(r)

:= ωr 1[t,s)(r) + (ωs + ω̃r )1[s,1](r), r ∈ [t, 1]. (6.1)

In particular, for any F
t -stopping time τ , one can choose s = τ(ω) and simplify the

notation: ω ⊗τ ω̃ := ω ⊗τ(ω) ω̃. Clearly ω ⊗τ ω̃ ∈ �t and, for each ω ∈ �t , ξ τ,ω :=
ξτ(ω),ω is F τ(ω)

1 -measurable. For each probability measure P on (�t ,F t
1), by Stroock–

Varadhan [18] there exist r.c.p.d. P
τ,ω for all ω ∈ �t such that P

τ,ω is a probability
measure on (�τ(ω),F τ(ω)

1 ), and for all F t
1-measurable P-integrable random variable ξ :

E
P[ξ |F t

τ ](ω) = E
P

τ,ω [ξτ,ω], for P-a.e. ω ∈ �t . (6.2)

In particular, this implies that the mapping ω �→ E
P

τ,ω [ξτ,ω] is F t
τ -measurable. More-

over, following the arguments in Lemmas 4.1 and 4.3 of [17], one can easily show
that:
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Lemma 6.1 Let t ∈ [0, 1], τ an F
t -stopping time, and P ∈ Pκ,t

h . Then:

for P-a.e. ω ∈ �t : P
τ,ω ∈ Pκ,τ (ω)

h and (ât )τ,ωr = âτ(ω)
r ,

dr × dP
τ,ω on [τ(ω), 1] × �τ(ω).

6.2 A weak partial dynamic programming principle

In this section, we prove the following result adapted from [2].

Lemma 6.2 Under Assumptions 5.1 and 5.7, for any (t,x) and arbitrary F
t -stopping

times {τP, P ∈ Pκ,t
h }:

u(t,x) ≤ sup
P∈Pκ,t

h

Y t,x,P
t

(
τP, u∗ (τP, Bt,x

τP

))
.

Proof. We shall prove the slightly stronger result:

Y t,x,P
t

(
1, g

(
Bt,x

1

)) ≤ Y t,x,P
t

(
τP, ϕ

(
τP, Bt,x

τP

))

for any P ∈ Pκ,t
h and any Lebesgue measurable function ϕ ≥ u. (6.3)

Fix P and ϕ. For notation simplicity, we omit the dependence of τP on P. We first note
that, by 5.12, without loss of generality we may assume |ϕ| ≤ �. Then Assumption 5.7
implies that Y t,x,P

t (τ, ϕ(τ, Bt,x
τ )) is well defined. By (6.2), one can easily show that

Y t,x,P
t

(
1, g

(
Bt,x

1

)) = Y t,x,P
t

(
τ,Yτ(ω),Bt,x

τ (ω),Pτ,ω

τ

(
1, g

(
Bτ(ω),Bt,x

τ (ω)
1

)))

By Lemma 6.1, P
τ,ω ∈ Pκ,τ (ω)

h , P-a.e. ω ∈ �t . Then

Yτ(ω),Bt,x
τ (ω),Pτ,ω

τ

(
1, g

(
Bτ(ω),Bt,x

τ (ω)
1

))

≤ u
(
τ(ω), Bt,x

τ (ω)
) ≤ ϕ

(
τ(ω), Bt,x

τ (ω)
)
, P-a.e. ω ∈ �t .

It follows from the comparison result for BSDEs that

Y t,x,P
t

(
1, g

(
Bt,x

1

)) ≤ Y t,x,P
t

(
τ, ϕ

(
τ, Bt,x

τ

))
.

This implies (6.3), and by the arbitrariness of P, Lemma 6.2 is proved. �


6.3 Concatenation of probability measures

In preparation to the proof of Proposition 5.14, we introduce the concatenation of
probability measures. For any 0 ≤ t0 ≤ t ≤ 1 and ω ∈ �t0 , denote ωt ∈ �t

123



182 H. M. Soner et al.

by ωt
s := ωs − ωt , s ∈ [t, 1]. For any P1 = P

α1 ∈ Pκ,t0
h , P2 = P

α2 ∈ Pκ,t
h , let

P := P1 ⊗t P2 denote the probability measure P
α , where

αs(ω) := α1
s (ω)1[t0,t](s) + α2

s (ωt )1[t,1](s), ω ∈ �t0 .

Lemma 6.3 Let P := P1 ⊗t P2 be as defined above. Then, under Assumption 5.1,

P ∈ Pκ,t0
h , P = P1 on F t0

t , and P
t,ω = P2 for P1-a.e. ω ∈ �t0 . (6.4)

Proof. First by (5.7), we have a
Pi

≤ αi ≤ aPi , i = 1, 2. Then a
P1

∧ a
P2

≤
α ≤ aP1 ∨ aP1 . In particular, this implies that

∫ 1
t0

|αs | ds < ∞. Then P ∈ P t0
S and

a
P1

∧a
P2

≤ â ≤ aP1 ∨aP2 , P-a.s. The two last claims in (6.4) are obvious, and imply
that:

E
P

⎡
⎢⎣
⎛
⎝

1∫

t0

| f̂ t0,0
s |κ ds

⎞
⎠

2/κ
⎤
⎥⎦ ≤ CκE

P

⎡
⎢⎣
⎛
⎝

t∫

t0

| f̂ t0,0
s |κ ds

⎞
⎠

2/κ

+
⎛
⎝

1∫

t

| f̂ t0,0
s |κ ds

⎞
⎠

2/κ
⎤
⎥⎦

= Cκ

⎛
⎜⎝E

P1

⎡
⎢⎣
⎛
⎝

t∫

t0

| f̂ t0,0
s |κ ds

⎞
⎠

2/κ
⎤
⎥⎦+ E

P1

⎡
⎢⎣E

P2

⎡
⎢⎣
⎛
⎝

1∫

t

| f̂ t,0
s |κ ds

⎞
⎠

2/κ
⎤
⎥⎦
⎤
⎥⎦
⎞
⎟⎠

= Cκ

⎛
⎜⎝E

P1

⎡
⎢⎣
⎛
⎝

t∫

t0

| f̂ t0,0
s |κ ds

⎞
⎠

2/κ
⎤
⎥⎦+ E

P2

⎡
⎢⎣
⎛
⎝

1∫

t

| f̂ t,0
s |κ ds

⎞
⎠

2/κ
⎤
⎥⎦
⎞
⎟⎠ < ∞.

This implies that P ∈ Pκ,t0
h . �


6.4 Dynamic programming and regularity

We first prove the dynamic programming principle of Proposition 5.14 for stop-
ping times taking countably many values. From this, we will deduce the lower-semi
continuity of u stated in Proposition 5.10, which in turn provides Proposition 5.14 by
passing to limits.

Lemma 6.4 Proposition 5.14 holds true under the additional condition that each τP

takes countable many values.

Proof. (i) We first observe that the lower semicontinuity of g implies that

x �−→ Y t,x,P
t

(
1, g(Bt,x

1 )
)

is lower-semicontinuous for all P ∈ Pκ,t
h . (6.5)
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This is a direct consequence of the stability and comparison principle of BSDEs. Then,
for all fixed (t,x), and all sequence (xn)n≥1 converging to x, it follows that:

u(t,x) = sup
P∈Pκ,t

h

Y t,x,P
t

(
1, g

(
Xt,x

1

))

≤ sup
P∈Pκ,t

h

lim
n→∞

Y t,xn ,P
t

(
1, g

(
Xt,xn

1

)) ≤ lim
n→∞

u(t,xn).

Hence u(t, .) is lower-semicontinuous, and therefore measurable.
(ii) We now fix (t0,x0) and prove the result at this point. Let τ be an F

t0 -stopping
time with values in {tk, k ≥ 1} ⊂ [t0, 1]. Since u(tk, .) is measurable, we deduce that
u(τ, Bt0,x0

τ ) = ∑
k≥1 u(tk, Bt0,x0

tk )1{τ=tk } is Fτ -measurable. Then, it follows from
(6.3) that

u(t0,x0) ≤ sup
P∈Pκ,t0

h

Y t0,x0,P
t0

(
τP, u

(
τP, Bt0,x0

τP

))
.

(iii) To complete the proof, we fix P ∈ Pκ,t0
h , denote τ := τP, and proceed in four

steps to show that

Y t0,x0,P
t0

(
τ, u

(
τ, Bt0,x0

τ

)) ≤ u(t0,x0). (6.6)

Step 1. We first fix t ∈ (t0, 1], and show that,

Y t0,x0,P
t0

(
t, ϕ

(
Bt0,x0

t
)) ≤ u(t0,x0), (6.7)

for any continuous function ϕ : R
d −→ R such that −�(t, ·) ≤ ϕ(·) ≤ u(t, ·).

Indeed, for any P
t ∈ Pκ,t

h , by the lower-semicontinuity property (6.5), we may argue
exactly as in Step 2 of the proof of Theorem 3.1 in [2] to deduce that, for every ε > 0,
there exist sequences (xi , ri )i≥1 ⊂ R

d × (0, 1] and Pi ∈ Pκ,t
h , i ≥ 1 such that

Y t,·,Pi
t (1, g(Bt,·

1 )) ≥ ϕ(t, ·) − ε on Qi := {x′ ∈ R
d : |x′ − xi | < ri }, and

∪i≥1 Qi = R
d .

This provides a disjoint partition (Ai )i≥1 of R
d defined by Ai := Qi \ ∪ j<i Q j . Set

Ei := {Bt0,x0
t ∈ Ai }, i ≥ 1, and Ēn := ∪i>n Ei , n ≥ 1.

Then {Ei , 1 ≤ i ≤ n} and Ēn form a partition of � and limn→∞ P(Ēn) = 0. Define

P̄
n(E) :=

n∑
i=1

(P ⊗t Pi )(E ∩ Ei ) + P(E ∩ Ēn) for all E ∈ F t0
1 . (6.8)
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Combining the arguments for (4.17) and Lemma 6.3, one can easily show that

P̄
n ∈ Pκ,t0

h (t, P) and (P̄n)t,ω = Pi , P-a.e. ω ∈ Ei , 1 ≤ i ≤ n. (6.9)

This implies that, for 1 ≤ i ≤ n and P-a.e. ω ∈ Ei ,

Y t0,x0,P̄n

t
(
1, g

(
Bt0,x0

1

))
(ω) = Y t,B

t0,x0
t (ω),Pi

t

(
1, g

(
Bt,Bt0,x0 (ω)t

1

))
≥ϕ

(
Bt0,x0

t (ω)
)−ε,

and, by the comparison result for BSDEs:

u (t0,x0) ≥ Y t0,x0,P̄
n

t0

(
1, g

(
Bt0,x0

1

)) = Y t0,x0,P
t0

(
t,Y t0,x0,P̄n

t
(
1, g

(
Bt0,x0

1

)))

≥ Y t0,x0,P
t0

(
t,
(
ϕ
(
Bt0,x0

t
)− ε

)
1(Ēn)

c + Y t0,x0,P̄n

t
(
1, g

(
Bt0,x0

1

))
1Ēn

)
.

By the stability of BSDEs and the arbitrariness of ε > 0, this proves (6.7).
Step 2. Since u(t, ·) is lower semi-continuous, there exist continuous functions {ϕn, n ≥
1} such that ϕn ↑ u(t, ·). Without loss of generality we may assume ϕn ≥ −�. Since
(6.7) holds for each ϕn , we obtain (6.6) for τ = t by monotone convergence.
Step 3. Assume τ takes finitely many values t0 < t1 < · · · < tn ≤ 1. Note that, P-a.s.

Y t0,x0,P
τ∧tn−1

(
τ, u

(
τ, Bt0,x0

τ

))

= Y t0,x0,P
τ

(
τ, u

(
τ, Bt0,x0

τ

))
1{τ≤tn−1} + Y t0,x0,P

tn−1

(
τ, u

(
τ, Bt0,x0

τ

))
1{τ>tn−1}

= u
(
τ, Bt0,x0

τ

)
1{τ≤tn−1} + Y tn−1,B

t0,x0
tn−1

(ω),(P)tn−1,ω

tn−1

(
tn, u

(
tn, B

tn−1,B
t0,x0
tn−1

(ω)

tn

))
1{τ>tn−1}

By Lemma 6.1, (P)tn−1,ω ∈ Pκ,tn−1
h , P-a.s. Then by Step 2 we have

Y t0,x0,P
τ∧tn−1

(
τ, u

(
τ, Bt0,x0

τ

)) ≤ u
(
τ, Bt0,x0

τ

)
1{τ≤tn−1} + u

(
tn−1, Bt0,x0

tn−1

)
1{τ>tn−1}

= u
(
τ ∧ tn−1, Bt0,x0

τ∧tn−1

)
.

Then, by the comparison principle of BSDE,

Y t0,x0,P
t0

(
τ, u

(
τ, Bt0,x0

τ

)) = Y t0,x0,P
t0

(
τ ∧ tn−1,Y t0,x0,P

τ∧tn−1

(
τ, u

(
τ, Bt0,x0

τ

)))

≤ Y t0,x0,P
t0

(
τ ∧ tn−1, u

(
τ ∧ tn−1, Bt0,x0

τ∧tn−1

))
.

Continuing this backward induction provides (6.6).
Step 4. Now assume τ takes countable many values {tk, k ≥ 1}. Denote τn :=∑n

k=1 tk1{τ=tk } + 1{τ �=tk ,1≤k≤n}. Clearly τn is still an F
t0 -stopping time. By Step 3,

Y t0,x0,P
t0

(
τn, u

(
τn, Bt0,x0

τn

)) ≤ u(t0,x0).
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For each ω ∈ �t0 , we have τn(ω) = τ(ω), for sufficiently large n. Then u(τn(ω),

Bt0,x0
τn (ω)) = u(τ (ω), Bt0,x0

τ (ω)), and (6.6) follows from the stability of BSDEs. �

As a consequence of Lemma 6.4, we can now prove that u is lower-semicontinuous.

Proof of Proposition 5.10 Recall the YP(τ, ξ) defined in (4.3), and define

J (t,x, P) := E
P

[
YP

t (1, g(x + B1 − Bt ))
]

for all t,x, and P ∈ Pκ
h . (6.10)

(i) We first prove that

u(t,x) = sup
P∈Pκ

h

J (t,x, P). (6.11)

To see this, we first observe that, for any P ∈ Pκ
h , it follows from Lemma 6.1 that

YP
t (1, g (x + B1 − Bt )) (ω) = Y t,x,Pt,ω

t
(
1, g

(
Bt,x

1

)) ≤ u(t,x) for P-a.e. ω ∈ �.

Then J (t,x, P) ≤ u(t,x) for any P ∈ Pκ
h .

On the other hand, for any P2 ∈ Pκ,t
h , choose arbitrary P1 ∈ Pκ

h and let P :=
P1 ⊗t P2. Then P ∈ Pκ

h and, by (6.4),

YP
t (1, g (x + B1 − Bt )) (ω) = Y t,x,Pt,ω

t
(
1, g

(
Bt,x

1

))
= Y t,x,P2

t
(
1, g

(
Bt,x

1

))
for P-a.e. ω ∈ �.

This implies that J (t,x, P) = Y t,x,P2
t (1, g(Bt,x

1 )) and thus u(t,x) ≤ supP∈Pκ
h

J (t,x,

P).

(ii) We now prove that the lower-semicontinuity of g implies that:

(t,x) �−→ J (t,x, P) is lower-semicontinuous for any P ∈ Pκ
h . (6.12)

which obviously implies the lower-semicontinuity of u in view of (6.10).
For (t,x) ∈ [0, 1] × R

d and P ∈ Pκ
h , let (tn,xn)n≥1 be a sequence in [0, 1] × R

d

such that (tn,xn) −→ (t,x). Denote, for each n,

ξn := inf
k≥n

g(xk + B1 − Btk ), f n
s (y, z) := inf

k≥n
f (s,xk + Bs − Btk , y, z, âs),

ξ∞ := lim
n→∞ ξn, f ∞ := lim

n→∞ f n,

and, for 1 ≤ n ≤ ∞, let (Yn,Zn) denote the solution to the following BSDE:

Yn
s = ξn −

1∫

s

f n
r

(Yn
r ,Zn

r

)
dr −

1∫

s

Zn
r d Br , t ≤ s ≤ 1, P-a.s.
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By Assumptions 5.1 and 5.7, g and the modulus of continuity ρ of f have polynomial
growth in x. Then there exist some constants C and p such that

sup
n≥1

{|ξn| + | f n
t (0, 0)|} ≤ | f̂ 0,0

r | + C

(
sup
k≥1

|xk |p + sup
0≤t≤1

|Bt |p

)
. (6.13)

Moreover, â has upper bound aP, P-a.s. then it follows from the Lipschitz conditions
of f that the above BSDE has a unique solution for each n, and

lim
n→∞ E

P
[Yn

t

] = E
P
[Y∞

t

]
.

By the lower semi-continuity of g and the uniform continuity of f in x in (5.3), we
have ξ∞ ≥ g(x + B1 − Bt ) and f ∞

s (y, z) = f (s,x + B1 − Bs, y, z, âs), P-a.s. Then
by the comparison principle of BSDEs one can easily see that

lim
n→∞

J (tn,xn, P) ≥ lim
n→∞ E

P
[Yn

t

] = E
P
[Y∞

t

]

≥ E
P

[
YP

t (1, g (x + B1 − Bt ))
]

= J (t,x, P).

This proves the lower-semicontinuity of J for any fixed P ∈ Pκ
h . �


We now can prove the dynamic programming principle for arbitrary stopping times.

Proof of Proposition 5.14 For any (t,x), P ∈ Pκ,t
h , F

t -stopping time τ , and any n,
denote

τn :=
n∑

i=1

i

n
1[ i− 1

n , i
n )

(τ ) + 1{τ=1}.

Then τn is an F
t -stopping time, τn ≥ τ , and τn → τ . By Lemma 6.4, together with

Proposition 5.10, we have

Y t,x,P
t

(
τn, u

(
τn, Bt,x

τn

)) ≤ u(t,x)

Since u is lower-semicontinuous, limn→∞ u(τn, Bt,x
τn

) ≥ u(τ, Bt,x
τ ). Then it follows

from the comparison and the stability of BSDEs that

u(t,x) ≥ Y t,x,P
t

(
τ, u

(
τ, Bt,x

τ

))
.

Finally, u is measurable since it is lower-semicontinuous. Then (6.3) provides the
opposite inequality. �
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7 Appendix

7.1 Non-uniqueness in L
2(P0) of the 2BSDE (3.9)

In this section, we provide an example which shows the importance of the constraints
imposed in [4] to obtain uniqueness.

Example 7.1 Consider the following two-dimensional forward SDEs:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Yt = −
t∫

0

3Ys

1 − s
ds +

t∫

0

Xs√
1 − s

d Bs,

Xt = 1 −
t∫

0

3(1 + c2)Xs

2c2(1 − s)
ds +

t∫

0

3Ys

c
√

1 − s
d Bs,

P0-a.s. (7.1)

Clearly, (7.1) is well-posed on [0, 1). Denote

Zt := Xt√
1 − t

; 
t := 3Yt

c(1 − t)
; At := −

(
3

2c2 + 1

)
Xt

(1 − t)3/2 .

Then (Y, Z , 
, A) is a nonzero solution to 2BSDE (3.9).

Proof. First, applying Itô’s formula one can check straightforwardly that (Y, Z , 
, A)

satisfies the SDEs in (3.9). Notice that

Rt := 3

c2 Y 2
t + X2

t satisfies d Rt = − 3Rt

1 − t
dt + (· · · ) d Bt ,

by Itô’s formula. Since R0 = 1,

E
P0 [Rt ] = 1 − 3

t∫

0

E
P0 [Rs]
1 − s

ds and thus E
P0 [Rt ] = (1 − t)3, for all 0 ≤ t < 1.

Then one can easily see that,

sup
0≤t<1

E
P0
[
|
t |2 + |At |2

]
≤ CE

P0

[ |Yt |2
(1 − t)2 + |Xt |2

(1 − t)3

]
≤ C,

which, together with (3.9), also implies that

E
P0

[
sup

0≤t<1
[|Yt |2 + |Zt |2

]
≤ C.
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Finally, we prove that

lim
t↑1

Yt = 0, P0-a.s. (7.2)

In fact, for any t < T < 1, by Burkholder–Davis–Gundy inequality we have

E

[
sup

t≤s≤T
|Ys |2

]
≤ CE

⎡
⎣|Yt |2 +

T∫

t

|Ys |2
(1 − s)2 ds +

T∫

t

|Xs |2
1 − s

ds

⎤
⎦

≤ C

⎛
⎝(1 − t)3 +

T∫

t

(
(1 − s) + (1 − s)2

)
ds

⎞
⎠ ≤ C(1 − t)2.

Let T ↑ 1 and apply the monotone convergence Theorem, we get

E

[
sup

t≤s<1
|Ys |2

]
≤ C(1 − t)2.

Then supt≤s<1 |Ys |2 ↓ 0, as t ↑ 1, P0-a.s. by the decrease of supt≤s<1 |Ys |2 in t , and
we deduce (7.2). �


7.2 Proof of Lemma 4.2

If the a priori estimates (4.4) and (4.5) hold, then by the martingale representation
property (2.5), the Lipschitz conditions (2.9), and the integrability assumption of F̂0

in (2.8), following the standard arguments one can easily show that BSDE (4.3) has a
unique solution.

We now prove (4.4) and (4.5). For notational simplicity in the proof we drop the
superscripts P in (YP,ZP). By the Lipschitz conditions (2.9), there exist bounded
processes λ, η such that

Yt = ξ +
1∫

t

(
F̂0

s + λsYs + ηs â1/2
s Zs

)
ds −

1∫

t

Zs d Bs, 0 ≤ t ≤ 1, P-a.s. (7.3)

Define M by (4.10). By Itô’s formula, we have:

d (MtYt ) = −Mt F̂0
t dt + Mt

(
Zt − Ytηt â

−1/2
t

)
d Bt , 0 ≤ t ≤ 1, P-a.s. (7.4)

Then, using standard localization arguments if necessary:

Yt = M−1
t E

P
t

⎡
⎣M1ξ +

1∫

t

Ms F̂0
s ds

⎤
⎦ , 0 ≤ t ≤ 1, P-a.s.
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It follows from (4.12) that, for 1 < κ ≤ 2,

|Yt | ≤ E
P
t

⎡
⎣ sup

t≤s≤1
(M−1

t Ms)

⎛
⎝|ξ | +

1∫

t

|F̂0
s | ds

⎞
⎠
⎤
⎦

≤ Cκ

⎛
⎝E

P
t

⎡
⎣|ξ |κ +

1∫

t

|F̂0
s |κ ds

⎞
⎠
⎤
⎦
⎞
⎠

1/κ

, 0 ≤ t ≤ 1, P-a.s.

This proves (4.4).
Finally, applying Itô’s formula on Y2

t and following standard arguments we have

E
P

⎡
⎣

1∫

0

|â1/2
t Zt |2 dt

⎤
⎦ ≤ CE

P

⎡
⎣|ξ |2 + sup

0≤t≤1
|Yt |

1∫

0

|F̂0
t | dt

⎤
⎦

≤ CE
P

⎡
⎢⎣ sup

0≤t≤1
|Yt |2 +

⎛
⎝

1∫

0

|F̂0
t | dt

⎞
⎠

2⎤
⎥⎦

≤ CE
P

⎡
⎢⎣ sup

0≤t≤1
|Yt |2 +

⎛
⎝

1∫

0

|F̂0
t |κ dt

⎞
⎠

2/κ
⎤
⎥⎦ .

This, combing with (4.4), proves (4.5). �


7.3 Proof of (4.17)

By the definition of Pκ
H , we have P = P

α , P
′
1 = P

α1
, and P

′
2 = P

α2
for F-progres-

sively measurable processes α, α1, α2 taking values in S
>0
d . Since P, P

′
1, P

′
2 ∈ Pκ

H ,
by (2.8) there exist α, α, αi , αi ∈ S

>0
d such that

α ≤ α ≤ α, αi ≤ αi ≤ αi , dt × dP0-a.s.

Since P
′
i ∈ Pκ

H (t, P), it is clear that α = αi , ds × dP0-a.s. on [0, t] × �. Recall (2.3),
then

α∗
s (ω) := αs(ω)1[0,t)(s) +

(
α1

s (ω)1{Xα∈E1}(ω)

+α2
s (ω)1{Xα∈E2}(ω)

)
1[t,1](s), s ∈ [0, 1],

is F-progressively measurable and satisfies:

0 < α ∧ α1 ∧ α2 ≤ α∗ ≤ α ∨ α1 ∨ α2.
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Following a line by line analogy of the proof of Claim 4.19 in [17], which in turn
uses the arguments in the proof of Lemma 4.1 in [17], we see that P

′ = P
α∗ ∈ P S .

Moreover,

E
P

′
⎡
⎣

1∫

0

|F̂0
s |2 ds

⎤
⎦ = E

P

⎡
⎣

t∫

0

|F̂0
s |2 ds

⎤
⎦+ E

P
′
1

⎡
⎣

1∫

t

|F̂0
s |2 ds1E1

⎤
⎦+ E

P
′
2

⎡
⎣

1∫

t

|F̂0
s |2 ds1E2

⎤
⎦

≤ E
P

⎡
⎣

1∫

0

|F̂0
s |2 ds

⎤
⎦+ E

P
′
1

⎡
⎣

1∫

0

|F̂0
s |2 ds1E1

⎤
⎦+ E

P
′
2

⎡
⎣

1∫

0

|F̂0
s |2 ds1E2

⎤
⎦ < ∞.

Then P
′ ∈ Pκ

H . Obviously, P
′ = P on Ft . This proves that P

′ ∈ Pκ
H (t, P). �
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