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Abstract
We discuss several different representations of nonlinear parabolic partial differential equa-

tions in terms of Markov processes. After a brief introduction of the linear case, different
representations for nonlinear equations are discussed. One class of representations is in terms
of stochastic control and differential games. An extension to geometric equations is also dis-
cussed. All of these representations are through the appropriate expected values of the data.
Different type of representations are also available through backward stochastic differential
equations. A recent extension to second-order backward stochastic differential equations al-
low us to represent all fully nonlinear scalar parabolic equations.

Keywords: Second-order backward stochastic differential equations, Fully nonlinear par-
abolic partial differential equations, Viscosity solutions, Superdiffusions, Feynman–Kac for-
mula, BSDE, 2BSDE

MSC: 60H10, 35K55, 60H30, 60H35
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1. Introduction

In this chapter we outline several connections between partial differential equations (PDE)
and stochastic processes. These are extensions of Feynman–Kac-type representation of so-
lutions to PDEs as the expected value of certain stochastic processes. Possible numerical
implications of these connections are discussed as well. Although we restrict the scope of
this paper to representation formulae, stochastic analysis provides much more analytical
tools for PDEs. In particular, superdiffusions as developed by Dynkin [28–31] are related
to nonlinear PDEs with a power-type nonlinearity, for reaction-diffusion equations inter-
esting connections were used by Freidlin [38,39] to prove deep analytical results for these
equations, also Barlow and Bass [7] study equations on fractals using random processes.
Other important issues such as Martin boundaries, hypoellipticity and Malliavin calculus
is not covered in these notes. Moreover, the theory of partial differential equation with sto-
chastic forcing terms is not included. Interested readers may consult the papers [50,51] by
Lions and Souganidis and [17] by Buckhadam and Ma and the references therein.

The starting point of most of our analysis is the celebrated Feynman–Kac formula [35,
43] which states that any solution of the linear heat equation

∂u

∂t
(t, x) = �u(t, x), t > 0, x ∈ R

d,

with initial condition u(0, x) = f (x) with certain growth conditions (see Section 2) is
given by

u(t, x) := E
[
f

(
x + √

2W(t)
)]

,

where W(·) is the standard d-dimensional Brownian motion. This well-understood connec-
tion can be explained in several different ways. We will employ the semigroups to motivate
this connection and to generalize it to more general stochastic processes. In that section we
will briefly state Feynman–Kac-type formulae for several class of linear equations. The
most general class of equations we will consider are second-order parabolic type integro-
differential equations. Boundary value problems of Dirichlet and Neumann type are also
discussed.

In Section 3 we extend these results to nonlinear equations of same type by using
controlled stochastic processes. Since these equations do not always admit classical (or
smooth) solutions, we will employ the theory of viscosity solutions to prove the repre-
sentation formulae rigorously. The chief tool in this analysis is the dynamic programming
principle which was first observed by Bellman [8]. The infinitesimal version of the dynamic
programming principle is in fact gives the related partial differential equation. In this con-
text, semigroup motivation plays an important role, as the theory of viscosity solutions is
best explained through semigroups and the dynamic programming principle is in fact the
semigroup property. We refer to the books by Bensoussan and Lions [9,10], Krylov [46]
and Fleming and Soner [36] for more references and the historical development of the
theory.
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In that section we also provide a more recent representation formulae for geometric type
equations. This is achieved by using a nonclassical control problem called target prob-
lems [67,68].

In this chapter we restrict our attention to only optimal control. However, these methods
extend naturally to stochastic differential games. For this extension, we refer to the paper
by Fleming and Souganidis [37] and Chapter 11 in the second edition of [36].

Another type of connection between PDEs and stochastic processes is given by back-
ward stochastic differential equations (BSDEs in short). These formulae is analogous to
method of characteristics for first-order equations. Indeed, initially BSDEs were studied
by Bismut [11,12] then by Peng [59] as an extension of Pontryagin maximum principle
which itself is an extension of characteristics. We provide a brief introduction to BSDEs
and then outline a recent result of Cheredito, Soner, Touzi and Victoir [21]. This result ex-
tends the representation to formulae to all fully nonlinear, parabolic, second-order partial
differential equations.

Last section is devoted to possible numerical implications of these formulae.

Notation

Let d � 1 be a natural number. We denote by Md,k the set of all d × k matrices with real
components, Md = Md,d . B ′ is the transpose of a matrix B ∈ Md and Tr[B] its trace.
By Md

inv we denote the set of all invertible matrices in Md , by Sd all symmetric matrices
in Md , and by Sd+ all positive semidefinite matrices in Md . For B,C ∈ Md , we write
B � C if B − C ∈ Sd+. For x ∈ R

d , we set

|x| :=
√

x2
1 + · · · + x2

d

and for B ∈Md ,

|B| := sup
x∈Rd ,|x|�1

Bx.

Equalities and inequalities between random variables are always understood in the almost
sure sense. W(·) is a multidimensional Brownian motion on a complete probability space
(Ω,F ,P ). For t � 0, we denote by (Ft )t�0 a filtration satisfying the usual conditions and
containing the filtration generated by {W(s)}s∈[0,T ].

2. Linear case: Feynman–Kac representation

Let W(·) be the standard d-dimensional Brownian motion, a be positive constant, and f be
a scalar-valued, continuous function f on R

d satisfying the growth condition

∣∣f (x)
∣∣ � C

[
1 + |x|α] ∀x ∈ R

d,
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for some constants C,α � 0. Then, the Feynman–Kac formula [35,43] states that

u(t, x) := E
[
f

(
x + a

√
2W(t)

)]
, (2.1)

is the unique solution of the heat equation

∂u

∂t
(t, x) := ut (t, x) = a�u(t, x), t > 0, x ∈ R

d,

together with the initial condition

u(0, x) = f (x), x ∈ R
d .

Indeed, once we know either if the function defined by the expected value is C1,2, or if the
heat equation has a smooth solution, then the above representation is an direct application
of the Itô formula, Theorem 3.3 in [44]. The above growth condition is sufficient for either
one of these conditions; see for instance Section 4.4, Remark 4.4 in [44]. Moreover, in this
special case, polynomial growth can be weakened.

The above formula generalizes to a large class of Markov processes, linear equations
and boundary problems. In this section we briefly and formally describe all these general-
izations.

2.1. Linear monotone semigroups

The connection between the Markov processes and certain linear equations is now well
understood and can be explained in many ways. In this chapter we will utilize semigroups
to motivate this connection. The semigroup approach has the advantage that it generalizes
to the nonlinear setting and it is well adapted to the theory of viscosity solutions. How-
ever, we use this approach only to motivate the connection and therefore our discussion of
semigroups is only formal. In particular, we will not be precise about the domains of the
operators.

In the initial discussion, we assume that the equations are defined on a metric space D

which is equal to either R
d or to R

d × {1,2, . . . ,N}. Problems on bounded subsets of R
d

are, of course, common and similar representation results are available for these equations
as well. But, in this subsection, we restrict our analysis to problems defined on all of R

d or
R

d × {1,2, . . . ,N}. Boundary problems will be discussed in the Sections 2.7 and 2.8.
Also, to simplify the presentation, we will consider PDEs that are backward in time. For

these equations a terminal data at a given time T , instead of an initial data, is given. Then
a solution is constructed for all times prior to T . Of course, there is a direct connection
between terminal value problems and initial value problems through a simple time reversal.
We perform this change for diffusion processes in the Section 2.4.

For all t � 0, let L̂t be a linear operator on a subset D̂ of Cb(D) – bounded, scalar-valued,
continuous functions on R

d . Let ϕ ∈ Cb(D) be a given function. For T � 0, consider the
linear equation

−ut (t, z) = (
L̂t u(t, ·))(z), ∀(t, z) ∈ (−∞, T ) × D, (2.2)
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together with final data

u(T , z) = ϕ(z) ∀z ∈ D. (2.3)

Assume that for every T and ϕ ∈ Cb(D) this equation has a unique smooth solution and let
u be this unique solution. Clearly this solution depends on T and ϕ, but this dependence is
always suppressed. Now, define a two-parameter family of operators

(
T̂t,T ϕ

)
(z) := u(t, z), ∀t � T , z ∈ D.

By uniqueness, this family is a linear semigroup, i.e.,

T̂t,T ϕ = T̂t,r

(
T̂r,T ϕ

) ∀t � r � T . (2.4)

Moreover, it is clear that the infinitesimal generator of this semigroup is the operator L̂t ,

lim
h↓0

T̂t,t+hϕ − ϕ

h
= L̂t ϕ

for every ϕ ∈ D̂.
We continue by constructing a similar semigroup using Markov processes. For this pur-

pose, let (Ω,P,F ) be probability space and {Fr}r�0 be a filtration. Let {Zt,z(r)}r�t be
a D-valued Markov process on this probabilistic structure starting from Zt,z(t) = z. For a
continuous bounded function ϕ, define a two parameter semigroup by

Tt,T ϕ(z) := E
[
ϕ
(
Zt,z(T )

)] ∀t � T .

Formally, the Markov property of Z implies that Tt,T satisfies (2.4). Indeed, for t � r � T ,

Tt,r (Tr,T ϕ)(z) = E
[
(Tr,T ϕ)

(
Zt,z(r)

)] = E
(
E

[
ϕ
(
Zr,Zt,z(r)(T )

)])
.

Since, by the Markov property of the process,

Zr,Zt,z(r)(T ) = Zt,z(T ), (2.5)

we have

Tt,r (Tr,T ϕ)(z) = E
(
E

[
ϕ
(
Zt,z(T )

)]) = Tt,T ϕ(z).

Hence, Tt,T is a two-parameter semigroup. Following the theory of semigroups, the infini-
tesimal generator

Lt ϕ := lim
t ′→t,h↓0

Tt,t+hϕ − ϕ

h
(2.6)
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exists for ϕ ∈D ⊂ Cb(D), for some subset D (see Section 5.1 in [44]).
Now, it is clear that to have a Feynman–Kac representation for the equations

(2.2) and (2.3), we need construct a Markov process whose infinitesimal generator Lt

agrees with the linear operator L̂t that appears in (2.2). To see this connection formally,
suppose Lt = L̂t . Fix T and ϕ, and set

u(t, z) := Tt,T ϕ(z) = E
[
ϕ
(
Zt,z(T )

)]
. (2.7)

We formally claim that u solves (2.2). Indeed, assume that u is smooth in the sense that
it has a continuous time derivative and u(t, ·) ∈ D for all t44. Then, by the semigroup
property,

−ut (t, z) = lim
h↓0

u(t − h, z) − u(t, z)

h

= lim
h↓0

Tt−h,T ϕ(x) − u(t, z)

h

= lim
h↓0

Tt−h,t (u(t, ·))(z) − u(t, z)

h

= Lt

(
u(t, ·))(z).

Hence, u defined by (2.7) solves (2.2). The terminal value (2.3) follows from the definition
of u. Hence, if equation (2.2) together with (2.3) has a unique “smooth” solution, then it
must be given by (2.7). However, in most cases we can prove this representation directly
and obtain uniqueness as a by product of the representation.

In the example of a Brownian motion, it is well known that the infinitesimal generator
is the Laplacian and therefore we have the representation (2.1) for the heat equation. In
the same spirit, we can prove representation results for a large class of linear equations
including equations with nonlocal terms. However, the semigroup generated by Markov
processes are monotone and this puts a certain restriction on the operators Lt that are the
infinitesimal generators of the semigroups constructed by Markov processes. Indeed, the
monotonicity of the stochastic semigroup (2.7) is a direct consequence of the definition
and stated as

ϕ � ψ 
⇒ Tt,rϕ � Tt,rψ. (2.8)

Suppose that ϕ,ψ ∈ D and there exists z0 ∈ D such that

0 = (ϕ − ψ)(z0) = max
D

(ϕ − ψ). (2.9)

Then ϕ(z0) = ψ(z0), ϕ � ψ and by monotonicity, Tt,rϕ � Tt,rψ for every t � r . By (2.6),

Lt ϕ(z0) = lim
h↓0

Tt,t+hϕ(z0) − ϕ(z0)

h
� lim

h↓0

Tt,t+hψ(z0) − ψ(z0)

h
= Ltψ(z0).
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Hence we proved that for every t , any infinitesimal generator Lt of a Markov process
satisfies the maximum principle: For any functions ϕ, ψ in the domain of Lt , and z0 ∈ D

satisfying (2.9), we have

Lt ϕ(z0) � Ltψ(z0). (2.10)

This is essentially the only important restriction for equation (2.2) to have a Feynman–
Kac-type representation. Also, it is important to note that the maximum principle is the
crucial property for the development of viscosity solutions as well. Moreover, the maxi-
mum principle can be directly extended to nonlinear operators and this extension will be
discussed in the preceding section.

To see the importance of the maximum principle, let us consider the example of a partial
differential operator. So suppose that D = R

d and Lt be given by

Lt ϕ(x) = H
(
t, x,ϕ(x),Dϕ(x), . . . ,Dkϕ(x)

)
for some given function H . Then, by calculus, we see that Lt has maximum principle if
and only if k = 2 and

H
(
t, x, u,p,B + B ′) � H(t, x,u,p,B) ∀B ′ � 0. (2.11)

(Here and in the rest of the chapter, for symmetric matrices inequalities are understood
in the sense of quadratic forms.) This property means that the corresponding equation is
a second-order (possibly degenerate) parabolic equation. These equations are related to
diffusion processes that will be discussed in Section 2.3. There are nonlocal operators that
have maximum principle and some examples will be discussed in Sections 2.5 and 2.6.

Also, the infinitesimal generators of Markov processes, again by definition, are trans-
lation invariant. Indeed, for any ϕ in the domain of Lt and a constant β , Tt,T (ϕ + β) =
(Tt,T ϕ) + β . Hence

Lt (ϕ + β) = lim
h↓0

Tt,t+h(ϕ + β) − (ϕ + β)

h
= lim

h↓0

Tt,t+hϕ − ϕ

h
= Lt ϕ,

and therefore, the infinitesimal operators of Markov processes do not contain any zeroth-
order terms. However, with a minor modification in the definition of the semigroup,
a zeroth-order term and a forcing function can be included in the theory. This is the subject
of the next subsection.

2.2. Zeroth-order term and forcing

Let {Zt,z(s)}s�t be as in the previous subsection. To include a term r(t, z)u(t, z) + h(t, z)

to equation (2.2), we modify the Markov semigroup as follows. Define random variables,

B(t, T ; z) := exp

(
−

∫ T

t

r
(
s,Zt,z(s)

)
ds

)
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and

H(t, T ; z) :=
∫ T

t

B(t, s; z)h(
s,Zt,z(s)

)
ds.

For a continuous bounded function ϕ, define a two parameter semigroup by

Tt,T ϕ(z) := E
[
B(t, T ; z)ϕ(

Zt,z(T )
) + H(t, T ; z)] ∀t � T .

To prove the semigroup property, for t � r � T , observe that

Tt,r (Tr,T ϕ)(z) = E
[
B(t, r; z)(Tr,T ϕ)

(
Zt,z(r)

) + H(t, r; z)]
= E

(
B(t, r; z)E[

B
(
r, T ;Zt,z(r)

)
ϕ
(
Zr,Zt,z(r)(T )

)
+ H

(
r, T ;Zt,z(r)

)] + H(t, r; z)).
By the Markov property of Z(·) (or equivalently (2.5)),

B(t, T ; z) = B(t, r; z)B(
r, T ;Zt,z(r)

)
,

H(t, T ; z) = B(t, r; z)H (
r, T ;Zt,z(r)

) + H(t, r; z).

Hence, we have

Tt,r (Tr,T ϕ)(z) = E
(
E

[
B(t, T ; z)ϕ(

Zt,z(T )
) + H(t, r; z)]) = Tt,T ϕ(z).

Now the infinitesimal generator of this semigroup is given by

L̃t ϕ(z) = lim
h↓0

Tt+h,tϕ(z) − ϕ(z)

h

= lim
h↓0

1

h
E

[
B(t, t + h; z)ϕ(

Zt,z(t + h)
) − ϕ

(
Zt,z(t + h)

)]
+ lim

h↓0

E[H(t, t + h; z)]
h

+ lim
h↓0

1

h

(
E

[
ϕ
(
Zt,z(t + h)

)] − ϕ(z)
)

= r(t, z)ϕ(z) + h(t, z) +Lt ϕ(z).

2.3. Diffusions and parabolic PDEs

In this section, D = R
d and Z = X is diffusion process satisfying the stochastic differential

equation (SDE),

dX(s) = µ
(
s,X(s)

)
ds + σ

(
s,X(s)

)
dW(s), ∀s > t, (2.12)
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with initial condition

X(t) = x. (2.13)

We assume that

µ : R+ × R
d �→ R

d , σ : R+ × R
d �→ Md,k

are given functions satisfying usual conditions (cf. [44]) and W(·) is a R
k-valued Brownian

motion. Then the infinitesimal generator of this process is

Lt = µ(t, x) · ∇ + 1

2
a(t, x) : D2, (2.14)

where for two d × d symmetric matrices A and B ,

A : B := trace[AB] =
d∑

i,j=1

Ai,jBi,j ,

ai,j (t, x) =
k∑

l=1

σi,l(t, x)σj,l(t, x),

and ∇ , D2 are respectively the gradient and the Hessian with respect to the spatial vari-
able x. Hence, the related partial differential equation is

−ut (t, x) = Lt u(t, x)

= µ(t, x) · ∇u(t, x) + 1

2
a(t, x) : D2u(t, x)

=
d∑

i=1

µi(t, x)uxi
(t, x)

+ 1

2

d∑
i,j=1

ai,j (t, x)uxixj
(t, x) on (−∞, T ) × R

d . (2.15)

The connection between the diffusion processes and the above equation can be proved di-
rectly by using the Itô calculus as well. Indeed, suppose that (2.15) together with the final
data (2.3) has a smooth solution u. Fix t < T and x ∈ R

d and let {X(s) = Xt,x(s)}s�t be
the solution of the stochastic differential equation (2.12), (2.13). By Itô formula (Theo-
rem 3.3.6 in [44]),

d
(
u
(
s,X(s)

)) = [
us

(
s,X(s)

) + (
Lsu(s, ·))(X(s)

)]
ds

+ ∇u
(
s,X(s)

) · σ (
s,X(s)

)
dW(s).
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By (2.15), the ds term in the above equation is zero. Hence, the process Y(s) := u(s,X(s))

is a local martingale. Under suitable growth conditions on u or on ∇u, we can show that

Y(t) = E
[
Y(T )

] 
⇒ u(t, x) = E
[
u
(
T ,Xt,x(T )

)] = E
[
ϕ
(
Xt,x(T )

)]
.

Note that the above proof of representation using the Itô calculus has the advantage that it
also proves uniqueness under some growth conditions.

A linear term and a forcing function to equation (2.15) can be added by the technique
developed in Section 2.2.

2.4. Initial value problems

In this subsection, we will briefly discuss how we may translate the above results to initial
value problems. Consider an initial value problem

vt (t, x) = (
L̃t

(
v(t, ·)))(x) on (0,∞) × R

d,

together with

v(0, x) = ϕ(x),

where

L̃t = µ̃(t, x) · ∇ + 1

2
ã(t, x) : D2.

Fix (t, x) ∈ (0,∞) × R
d and set X̃(s) be the solution of

dX̃(s) = µ̃
(
t − s, X̃(s)

)
ds + σ̃

(
t − s, X̃(s)

)
dW(s),

with initial data X̃(0) = x. Apply the Itô rule to the process Y(s) := v(t − s, X̃(s)). The
result is

dY(s) = [−vt

(
t − s, X̃(s)

) + (
L̃s

(
v(t − s, ·)))(X̃(s)

)]
ds + (· · ·)dW(s).

Again ds term is zero by the equation and the stochastic term is a local martingale. Under
suitable growth assumptions,

Y(0) = E
[
Y(t)

] 
⇒ v(t, x) = E
[
v
(
0, X̃(t)

)] = E
[
ϕ
(
X̃(t)

)]
.

This result can also be directly derived from the results of Section 2.3 by a time reversal.
Indeed, for a given T and a solution v of the above initial value problem, set

u(t, x) := v(T − t, x) ∀t � T ,x ∈ R
d ,
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so that u solves (2.15) with

µ(t, x) = µ̃(T − t, x), a(t, x) = ã(T − t, x).

Let X(s) = XT −t,x(s) be the solution of (2.12) with initial data XT −t,x(T − t) = x. Then,
X(s) = X̃(s −T + t). In particular, X(T ) = X̃(t), and in view of the representation proved
in Section 2.3,

v(t, x) = u(T − t, x) = E
[
ϕ
(
X(T )

)] = E
[
ϕ
(
X̃(t)

)]
.

2.5. Discrete Markov processes and simply coupled equations

In this subsection, we will first consider Markov processes on a discrete set {1,2, . . . ,N}
and then couple these processes with diffusion processes of Section 2.3.

Let ν(·) be a Markov process on a discrete set Σ := {1,2, . . . ,N}. For (i, j) ∈ Σ and
r � t � 0, let

Pi,j (t, r) := P
(
ν(r) = j |ν(t) = i

)
,

be the transition probabilities. Assume that the rate functions

pi,j (t) := ∂

∂r
Pi,j (t, t)

exist. Since∑
j

Pi,j (t, r) = 1, Pi,j (t, r) � 0 = Pi,j (t, t) ∀i �= j, r � t,

we conclude that

pi,j (t) � 0 for i �= j and pi,i(t) = −
∑
j �=i

pi,j (t).

Moreover, the infinitesimal generator is given by

Lt ϕ(i) =
N∑

j=1

pi,j (t)ϕ(j) =
∑
j �=i

pi,j (t)
[
ϕ(j) − ϕ(i)

]
.

Therefore, the simple difference equation

−ut (t, i) =
∑
j �=i

pi,j (t)
[
u(t, j) − u(t, i)

] ∀t � T , i = 1, . . . ,N, (2.16)
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with terminal data

u(T , ·) = ϕ(·) on Σ,

has the representation

u(t, i) = E
[
ϕ
(
ν(t)

)∣∣ν(t) = i
]
.

Also a linear term and a forcing term can be added to this equation by the exponential
discounting technique developed in Section 2.2. Hence, the representation result covers all
equations of the form

−ut (t, i) =
N∑

j=1

pi,j (t)
[
u(t, j) − u(t, i)

]
+ ri(t)u(t, i) + hi(t) ∀t � T , i = 1, . . . ,N, (2.17)

for given functions pi,j (t) � 0 for i �= j and general functions ri(t), hi(t) without sign
restrictions. Indeed, any solution of (2.17) with terminal data (2.16), has the stochastic
representation,

u(t, i) = E
[
H(t, T ; i) + B(t, T ; i)ϕ(

ν(T )
)∣∣ν(t) = i

]
,

where as in Section 2.2,

B(t, T ; i) := exp

(∫ T

t

rν(s)(s)ds

)
,

H(t, T ; i) :=
∫ T

t

B(t, s; i)hν(s)(s)ds.

We will now combine the above representation with the results of Section 2.3 to obtain
a representation for a simply couple system of parabolic equations as well. Indeed, let
Z := (X, ν) ∈ R

d × {1,2, . . . ,N} be a Markov process constructed as follows. Let ν ∈
{1,2, . . . ,N} be a discrete Markov process as above, and for each i ∈ {1,2, . . . ,N}, X

t,x
i

be a independent diffusion processes solving the SDE

dX
t,x
i (s) = µi

(
s,X

t,x
i (s)

)
ds + σi

(
s,X

t,x
i (s)

)
dW(s),

with initial condition (2.13). Given an initial condition t, z := (x, i), we start the process

Zt,z(t) = (
X(t), ν(t)

) = z.

Then, there are strictly increasing stopping times t < τ1 < τ2 < · · · , so that

ν(s) = i, s ∈ [t, τ1),

ν(s) = i1, s ∈ [τ1, τ2), . . . , ν(s) = iN , s ∈ [τN, τN+1).
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Given these stopping times, we define a continuous X process recursively by

X(s) = X
t,x
i (s), s ∈ [t, τ1],

X(s) = X
τN,X(τN )
iN

(s), s ∈ (τN , τN+1],N = 1,2, . . . .

It is clear that Z = Zt,x,i(·) is a Markov process with an infinitesimal generator

Lt ϕ(x, i) = µi(t, x) · ∇ϕ(x, i)

+ 1

2
ai(t, x) : D2ϕ(x, i) +

∑
j �=i

pi,j

[
ϕ(x, j) − ϕ(x, i)

]
.

Therefore

u(t, x, i) = E
[
ϕ
(
X(T ), ν(T )

)∣∣Z(t) = (
X(t), ν(t)

) = (x, i)
]
,

is a solution of the coupled parabolic equation

−ut (t, x, i) = (
Lu(t, ·, ·))(x, i) ∀t < T , (x, i) ∈ R

d × {1,2, . . . ,N},

with final data

u(T , x, i) = ϕ(x, i).

Notice that one may see the above equation as a system of coupled parabolic equations
with a solution

v(t, ·) := (
u(t, ·,1), . . . , u(t, ·,N)

)
: Rd �→ R

N

for all t . However, this coupling is only through the zeroth-order terms and the coupling
constants pi,j ’s are all nonnegative. For that reason, we would like to view the above
equation as a scalar valued function

u(t, ·, ·) : Rd × {1,2, . . . ,N} �→ R
1.

These two different point of views have been effectively used by Freidlin in his pioneering
work [38] on the analysis of some reaction–diffusion equations by stochastic methods.

2.6. Jump Markov processes and integro-differential equations

In this subsection, we will consider Markov processes which solve a stochastic differential
equation which is more general than the one considered in the Section 2.3. This is done
by adding a stochastic integral to the standard diffusion equation (2.12). This stochastic
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integral is generally independent of the Brownian motion and it is driven by a random
martingale measure. In particular, this measure contains jump terms and as such they gen-
eralize all the processes considered in the previous subsections.

Precisely, let π a positive Borel measure on R
d , called the compensator, satisfying

∫
Rd

[
1 ∧ |ξ |2]π(dξ) < ∞.

Given this compensator measure π , there exists a random counting measure p on the Borel
subsets of R

+×R
d so that, for any Borel set A ⊂ R

+×R
d , p(A) has a Poisson distribution

with mean

λ(A) :=
∫

A

π(dξ)dt.

Moreover, p̃ := p−λ is a martingale measure. We refer to a manuscript of Skorokhod [62]
for a construction of such measures, or to a recent book by Oksendall and Sulem [55].

In the manuscript of Skorokhod [62] and in the paper of Fujiwara and Kunita [40] exis-
tence and uniqueness of stochastic differential equations are also proved. Indeed, let µ, σ

be as in Section 2.3 and let

f : R+ × R
d × R

d �→ R
d

be a function satisfying

∫
Rd

[
1 ∧ ∣∣f (t, x, ξ)

∣∣2]
π(dξ) < ∞.

We assume the standard Lipschitz condition

∣∣µ(t, x) − µ(t, y)
∣∣2 + ∣∣σ(t, x) − σ(t, y)

∣∣2

+
∫

Rd

∣∣f (t, x, ξ) − f (t, y, ξ)
∣∣2

π(dξ) � C|x − y|2

for all t ∈ R
1, x, y ∈ R

d for some constant C. Then there exists a unique solution to

X(r) = x +
∫ r

t

µ
(
s,X(s)

)
ds +

∫ r

t

σ
(
s,X(s)

)
dW(s)

+
∫ r

t

∫
Rd

f
(
s,X(s), ξ

)
p̃(ds × dξ) ∀r � t, (2.18)

for any initial condition (t, x), a random measure p̃ constructed as above and an indepen-
dent standard Brownian motion W(·).
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Moreover, the process X is a Markov process with an infinitesimal generator,

Lt ϕ(x) = µ(t, x) · ∇ϕ(x) + 1

2
a(t, x) : D2ϕ(x) + L̃t ϕ(x),

where the part corresponding to the random measure is given by

L̃t ϕ(x) =
∫

Rd

[
ϕ
(
x + f (t, x, ξ)

) − ϕ(x) − f (t, x, ξ) · ∇ϕ(x)
]
π(dξ). (2.19)

See for instance, p. 94 of [62] or [55] for a proof. Hence, we have the stochastic represen-
tation discussed earlier for the integro-differential equation,

−ut (t, x) − µ(t, x) · ∇u(t, x) − 1

2
a(t, x) : D2u(t, x) − (

L̃t u(t, ·))(x) = 0.

A linear term and forcing can be added as before and also with further coupling with a
discrete Markov process would yield a system of integro-differential equations.

2.7. Dirichlet boundary conditions

In the previous subsections, for the ease of exposition, we restricted our discussion to
problems on all of R

d . However, with a simple absorption rule at the boundary of a given
region, we can include all Dirichlet problems into this theory. In this subsection, we outline
the main tools that can be used for almost all processes. Indeed, let O be an open set with
smooth boundary and Lt be as in (2.14) and consider the boundary value problem

−ut − (
Lt u(t, ·))(x) = 0 ∀t < T ,x ∈ O,

together with the terminal data

u(T , x) = ϕ(x) ∀x ∈ O, (2.20)

and the boundary condition,

u(t, x) = g(t, x) ∀t < T ,x ∈ ∂O, (2.21)

for some given function g. Usually, we require a compatibility condition, g(T , x) = ϕ(x)

for all x on the boundary of O . We can now view the solution u(t, ·) as the value of the
semigroup Tt,T applied to the terminal data ϕ. We include the boundary conditions in the
definition of the domain of this semigroup, which can be taken as

Cg(t, ·) := {
v: C

( �O ) | v(x) = g(t, x)∀x ∈ ∂O
}
.
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The stochastic semigroup is defined as follows: given ϕ, g, T as above, and an initial
condition x ∈ R

d , t < T , let Xt,x(·) be the solution of the SDE (2.12), (2.13). Let θ be the
exit time from the domain O × [t, T ],

θ := inf
{
s � t : Xt,x(s) /∈ O

} ∧ T .

Set

Tt,T ϕ(x) := E
[
ϕ
(
Xt,x(T )

)
χ{θ=T } + g

(
θ,Xt,x(θ)

)
χ{θ<T }

]
.

Under suitable growth and regularity conditions, we can show that the two semigroups
are equal to each other. Thus, we have a stochastic representation for the boundary value
problem. Integro-differential equations can be dealt with similarly. However, boundary data
on all of R

d \ O is needed instead of data only on ∂O .

2.8. Neumann condition and the Skorokhod problem

Neumann-type boundary conditions are included into the theory with some care. Consider
the same parabolic equation with boundary condition

−uν(t, x) := −ν(t, x) · ∇u(t, x) = g(t, x) ∀t < T ,x ∈ ∂O, (2.22)

for some given function g and a given unit vector field ν(t, x). We require that

ν(t, x) · n(x) > 0, (2.23)

where n(x) is unit inward normal to the boundary ∂O at x ∈ ∂O . To obtain a representation
we use the local time on ∂O . Indeed, we modify the SDE (2.12) in the following way.
Given an initial condition x ∈ O and t < T , we look for continuous processes Xt,x(·) and
l(·) satisfying (2.13) and for s ∈ [t, T ],

Xt,x(s) = x +
∫ s

t

µ
(
r,Xt,x(r)

)
dr +

∫ s

t

σ
(
r,Xt,x(r)

)
dW(r)

+
∫ r

t

ν
(
r,Xt,x(r)

)
dl(r) ∈ �O, (2.24)

l(s) =
∫ s

t

χ{Xt,x(r)∈∂O} dl(r),

l(0) = 0 and l is nondecreasing and continuous. (2.25)

In the literature the solution Xt,x(·) called the reflected diffusion process, l is the local time
and the above set of equations are called the Skorokhod problem. Under the usual Lipschitz
conditions on µ,σ, ν, and smoothness assumption on the boundary ∂O , the Skorokhod
problem has a unique solution. This and more was proved by Lions and Sznitman [52].
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We also refer to Lions [48] for the connection to partial differential equations and viscosity
solutions.

The only difference between (2.24) and (2.12) is the last dl integral and the important
requirement that Xt,x(s) ∈ �O for all s. Notice that (2.25) ensures that dl increases only
when the diffusion processes Xt,x is on the boundary ∂O . Hence, formally Xt,x processes
is “reflected” on the boundary ∂O in the direction ν(t, x). In view of the condition (2.23)
and the fact that n is the inward normal, the reflection direction ν(t, x) points inward from
x ∈ ∂O . These guarantee that the process Xt,x takes values in �O .

We now define Markov stochastic semigroup,

u(t, x) = E

[
ϕ
(
Xt,x(T )

) +
∫ T

t

g
(
s,Xt,x(s)

)
dl(s)

]
.

We claim that any smooth solution v ∈ C1,2((0, T ) × �O) of (2.15), (2.3) and (2.22) is
equal to u. Indeed, let Xt,x, l be a solution of the Skorokhod problem with initial data
Xt,x(t) = x. Since l is a monotone function, X is a semimartingale and with the use of
Itô’s rule we obtain

ϕ
(
Xt,x(T )

) = v
(
T ,Xt,x(T )

)
= v(t, x) + M(T ) +

∫ T

t

[vt +Lv](s,Xt,x(s)
)

ds

+
∫ T

t

∇v
(
s,Xt,x(s)

) · ν(
s,Xt,x(s)

)
dl(s),

where M is a local martingale with M(t) = 0. By (2.15), the first integrand is zero, and
by (2.22) the second integrand is equal to −g(s,Xt,x(s)). Also under some suitable growth
conditions E[M(T )] = 0. We use these observations and then take the expected value. The
result is v = u.

Once again, a linear term and a forcing function can be added into the theory as in the
Section 2.2.

2.9. Stationary problems

Time homogeneous linear problems also have similar stochastic representations. Indeed,
let r(x) � β > 0 be a given function. Let Zz(·) be a time homogeneous Markov process
with infinitesimal generator L and initial condition Zz(0) = z. Given an open set O with
smooth boundary, consider the boundary value problem

r(z)u(z) −Lu(z) = h(z) ∀z ∈ O,

together with the boundary condition,

u(z) = g(z) ∀z ∈ R
d \ O, (2.26)
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for some given function g.
To obtain a stochastic representation, let θ be the exit time from the domain O ,

θz := inf
{
s � 0: Zz(s) /∈ O

}
.

Set

u(z) := E

[∫ θz

0
B(s)h

(
Zz(s)

)
ds + B

(
θz

)
g
(
Zz

(
θz

))
χ{θz<∞}

]
,

where

B(t) := exp

(
−

∫ t

0
r
(
s,Zz(s)

)
ds

)
.

Notice that due our strict positivity assumption on r , B(s) � e−βs for all s � 0. Therefore,
the integral term in the above expression is integrable under reasonable growth assumptions
on h.

For T > 0, define a stochastic semigroup by

TT ϕ(z) := E

[∫ T ∧θz

0
B(s)L

(
Zz(s)

)
ds

+ B
(
θz

)
ϕ
(
Zz

(
θz

))
χ{θz<T } + B(T )g

(
Zz(T )

)
χ{θz�T }

]
.

Time homogeneity of the Markov process implies the semigroup property,

TT +Sϕ = TT (TSϕ) ∀T ,S � 0.

Also, u is a fixed point of this semigroup for every T ; that is, u = TT u for all T � 0. Then,
under suitable growth and regularity conditions, we can show that u is the unique solution
of the linear equation. Thus, we have a stochastic representation for the stationary boundary
value problem as well. For partial differential equation, the boundary condition is needed
only on ∂O . Neumann boundary conditions are handled as in the previous subsection.

3. Representation via controlled processes

In this section we will consider nonlinear equations of the form

−ut (t, z) +H
(
t, z, u(t, ·)) = 0 ∀(t, x) ∈ (−∞, T ) × D, (3.1)

where D is as before. The most general form of the nonlinearity H is of the form

H
(
t, z, ϕ(·)) := inf

β∈B
sup
α∈A

{−Lα,β
t ϕ(z) − r(t, z,α,β)ϕ(z) − L(t, z,α,β)

}
, (3.2)
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where for a set of parameters α,β in some control sets A and B , Lα,β
t is the infinitesimal

generator of Markov process on D, as in Section 2.1, and r and L are given functions. These
equations are related to stochastic differential games. An interesting and an important class
of equations related to stochastic optimal control is obtained by taking B to be a singleton.
In this case, the nonlinearity reduces to

H
(
t, z, ϕ(·)) := sup

α∈A

{−Lα
t ϕ(z) − r(t, z,α)ϕ(z) − L(t, z,α)

}
. (3.3)

In this chapter we only discuss operators of the above form. For differential games, we
refer the interested reader to Chapter 11 in the second edition of [36].

Finally, note that the nonlinearity in (3.2) has the maximum principle as defined in Sec-
tion 2.1 (cf. (2.10)). Recall that as a consequence of maximum principle all local operators
H on D = R

d of the above form must be given by

H
(
t, x,ϕ(·)) = H

(
t, x,ϕ(x),∇ϕ(x),D2ϕ(x)

)
for some given function H satisfying (2.11).

Consider the nonlinear equation (3.1). If this equation together with the terminal data
(2.3) has a unique solution, then we define a nonlinear semigroup acting on the terminal
data ϕ by

T̂t,T (ϕ)(z) := u(t, z).

By uniqueness, this is a semigroup. To obtain the related stochastic semigroup, we consider
H as in (3.3).

Let A be the set of all bounded, progressively measurable processes α(t) ∈ A. Again as
in the linear case, given an initial condition t, z and a processes α(·) ∈ A, consider a class
of processes Zt,z,α(·). We assume that, for every fixed α ∈ A, the infinitesimal generator
of the processes Zt,z,ᾱ is equal to Lα

t , where ᾱ is process which is equal to the constant α

everywhere. Define the value function v by

v(t, z) := inf
α∈A

(
J α(·)

t,T ϕ
)
(z), (3.4)

where with Z = Zt,z,α(·),

(
J α(·)

t,T ϕ
)
(z) := E

[∫ T

t

B(s)L
(
s,Z(s),α(s)

)
ds + B(T )ϕ

(
Z(T )

)]
,

B(T ) = B
(
t, T ; z,α(·)) = exp

(
−

∫ T

t

r
(
s,Z(s),α(s)

)
ds

)
.

Bellman’s dynamic programming in this context states that, for any stopping time
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θ ∈ [t, T ],

v(t, z) = inf
α(·)

{
E

[∫ θ

t

B(s)L
(
s,Z(s),α(s)

)
ds + B(θ)v

(
θ,Z(θ)

)]}

= inf
α(·)

{(
J α(·)

t,θ v(θ, ·))(z)}.
We refer to [66] for a general abstract proof of dynamic programming under some struc-
tural assumptions. The crucial structure needed to prove the above result is the additive
structure given by the Markov assumption on the process Z and the fact that

B
(
t, T ; z,α(·)) = B

(
t, θ; z,α(·))B(

θ,T ;Zt,z,α(·)(θ),α(·)).
Now we define the stochastic semigroup by

(Tt,T ϕ) = v(t, ·) = inf
α∈A

(
J α(·)

t,T ϕ
)
,

so that the dynamic programming principle implies that, for any stopping time θ ∈ [t, T ],

(Tt,T ϕ) = (
Tt,θ u(θ, ·)) = (

Tt,θ [Tθ,T ϕ]).
Hence, dynamic programming implies that Tt,T is a semigroup. Indeed, the dynamic pro-
gramming principle and the semigroup properties are essentially equivalent.

It now remains to show that the infinitesimal generator of this stochastic semigroup
agrees with H given in (3.3). We show this connection only formally here. We then intro-
duce the theory of viscosity solutions of Crandall and Lions to prove it rigorously. Indeed,
we need to compute the following limit,

lim
θ↓t

(Tt,θ ϕ)(z) − ϕ(z)

θ − t

= lim
θ↓t

inf
α(·)∈A

[
E

∫ θ

t
B(s)L(s,Z(s),α(s))ds

θ − t
+ E(B(θ)ϕ(Z(θ)) − ϕ(z))

θ − t

]
.

Now, formally, assume that we may interchange the order of limit and infimum. Also, again
formally, assume that the infimum can be taken only over all ᾱ, where ᾱ(s) = α for all s.
Then, formally,

lim
θ↓t

(Tt,θ ϕ)(z) − ϕ(z)

θ − t
= inf

α∈A
lim
θ↓t

[
J1(t, θ,α)(z) + (

J2(t, θ,α)ϕ
)
(z)

]
,

where

J1(t, θ,α)(z) = E
∫ θ

t
B(s)L(s,Z(s),α)ds

θ − t
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and

(
J2(t, θ,α)ϕ

)
(z) = E[B(θ)ϕ(Z(θ)) − ϕ(z)]

θ − t
.

Since the infinitesimal generator of the controlled process Z with control process ᾱ is as-
sumed to be Lα

t , the limit of J2 is equal to Lα
t ϕ(z)+ r(t, z,α)ϕ(z). Also, by the continuity

of the processes, the limit of J1 is equal to L(t, z,α). Hence, formally, we compute the
infinitesimal generator is

lim
θ↓t

(Tt,θϕ)(z) − ϕ(z)

θ − t
= inf

α∈A

{
Lα

t ϕ(z) + r(t, z,α)ϕ(z) + L(t, z,α)
}

= −H
(
t, z, ϕ(·)).

Hence, we have shown that the generators of the semigroup T̂t,T related to the PDE and
the stochastic semigroup Tt,T have the same infinitesimal generator. Therefore, as in the
linear case, if the PDE has unique solution in a certain class containing v then, the value
function v is the unique solution of the PDE.

The main focus of the preceding subsections, is to make the above calculations rigorous
and to extend these results to general nonlinearities.

3.1. Viscosity solutions

This subsection follows very closely [36].
Let D be closed subset of a Banach space and C be a collection of functions on D which

is closed under addition, i.e.,

φ,ψ ∈ C ⇒ φ + ψ ∈ C.

As in the previous sections, the main object of our analysis is a two parameter family of
operators {Ttr : t � r � T } with the common domain C. In the applications the exact choice
of C is not important. However, when D is compact, we will require that C contains C(D).
For noncompact Σ , additional conditions are often imposed. Indeed, in most of our ex-
amples, we will require that C contains M(D) ∩ Cp(D) (M(D) is set of all real-valued
functions which are bounded from below, Cp(D) is set of all continuous, real-valued func-
tions which are polynomially growing). We assume that Tt t is the identity.

Next we want to state the semigroup property. When, TrT ϕ belongs to C, the semigroup
property is (2.4). However, TrT ϕ may not be in the domain. So, in general we assume that,
for all φ,ψ ∈ C and t � r � s � T ,

Ttrφ � Ttsψ if φ � Trsψ, (3.5)

Ttrφ � Ttsψ if φ � Trsψ. (3.6)
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By taking r = s in (3.2) we conclude that the above conditions imply Ttr is monotone, (2.8).
Moreover, if Trsψ ∈ C, by taking φ = Trsψ , we obtain (2.4). So, in general, (3.5), (3.6) is
a convenient way of stating monotonicity and the semigroup properties.

All the linear semigroups introduced in the previous section satisfy the above condi-
tions. We will now give the example of a semigroup generated by stochastic optimal. This
example will then be studied in detail in the next subsection.

EXAMPLE 3.1 (Controlled diffusion processes). We follow a construction as in (3.4). Let
A be a control set, O be an open subset of R

d . Set D = �O and C = M(Σ), set of all mea-
surable functions bounded from below. Let µ,σ,L,g be functions satisfying the standard
Lipschitz conditions (see [36]), i.e., for any function

φ : (−∞, T ] × D × A �→ M,

where M is any normed space (in our applications M is either R
d or the set of real

matrices with usual norm), we say that φ satisfies the standard Lipschitz condition if φ is
continuous in the (t, x) variables and

∥∥φ(t, x,α) − φ
(
t, x′, α

)∥∥
M � C

∣∣x − x′∣∣ ∀t ∈ (−∞, T ], x, x′ ∈ �O,α ∈ A,

(3.7)

with a constant independent of all variables. Let (Ω,P,F ) be a probability space, W(·)
be a standard R

k Brownian motion and {Ft } be the filtration satisfying the usual conditions
as in [44].

Let A be all bounded, progressively measurable, A-valued random processes. We all
A the set of admissible controls. In some applications further restrictions on the controls
are needed. These can be modeled easily by introducing (t, x) depended subsets of A.
However, in that case certain conditions must be satisfied as discussed in [36,66].

Given a process α(·) ∈ A and an initial condition (2.13), we consider the controlled
stochastic differential equation

dX(s) = µ
(
s,X(s),α(s)

)
ds + σ

(
s,X(s),α(s)

)
dW(s). (3.8)

For a given boundary function g, a running cost function L and a function ψ , set

(
J α(·)

t,T ϕ
)
(x) = E

[∫ θ∧r

t

B(s)L
(
s,X(s),α(s)

)
ds

+ B(θ)g
(
θ,X(θ)

)
χθ<r + B(r)ψ

(
X(r)

)
χθ�r

]
, (3.9)

where

B(T ) = B
(
t, T ; z,α(·)) = exp

(
−

∫ T

t

r
(
s,Z(s),α(s)

)
ds

)
,
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θ is the exit time of (s,X(s)) from �Q = [t, T ] × �O . The nonlinear semigroup is given by

(Tt,rψ)(x) := inf
α(·)∈A

J α(·)
t,r ψ(x).

Assume that L,g and ψ are all bounded from below. Then, Tt,rψ is also bounded from
below and therefore, for every ψ ∈ C,Tt,rψ is well defined and belongs to C. Clearly Tt,r is
monotone (2.8). Also, dynamic programming for optimal control (cf. [36,66]) implies the
semigroup property (2.4).

Notice that the infinitesimal generator of the controlled process is

Lα
t = µ(t, x,α) · ∇ + 1

2
a(t, x,α) : D2, (3.10)

where “:” is as before and

ai,j (t, x,α) =
k∑

l=1

σi,l(t, x,α)σj,l(t, x,α).

Hence, in view of the formal argument given in the introduction of this section, the related
partial differential equation is (3.1) with H as in (3.3) with the above Lα

t .
In the next section, we will rigorously prove the connection between the dynamic pro-

gramming equation and the above semigroup.

For ψ ∈ C, t � T , x ∈ D, set

v(t, x) = (Tt,T ψ)(x). (3.11)

In analogy with control problems, we call v(t, x) the value function. Using the semigroup
property, we conclude that the value function satisfies

v(t, x) = (
Tt,rv(r, ·))(x) ∀x ∈ D, t � r � T , (3.12)

provided that v(r, ·) ∈ C. This identity is just a restatement of the dynamic programming
principle when the semigroup is related to an optimal control problem. Hence, we refer
to (3.12) as the (abstract) dynamic programming principle.

Having formulated the dynamic programming principle abstractly, we proceed to derive
the corresponding dynamic programming equation. Let r = t + h in (3.12) for some h > 0
and small. Assume that v(t + h, ·) ∈ C. Then

− 1

h

[(
Tt t+hv(t + h, ·))(x) − v(t, x)

] = 0, (3.13)

for all x ∈ D and t < t + h � T . To continue even formally, we need to assume that the
above quantity has a limit as h ↓ 0, when v is “smooth”. So we assume that there exist an
open set D

′ ⊂ D, a set of smooth functions D ⊂ C((−∞, T ) × D
′) and a one-parameter
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family of nonlinear operators {Gt }t�T of functions of D, satisfying the following conditions
with

Q = (−∞, T ) × D
′,

ϕt (t, x),
(
Gt ϕ(t, ·))(x) ∈ C(Q) and ϕ(t, ·) ∈ C ∀t � T , (3.14)

ϕ, ϕ̃ ∈ D, λ � 0 
⇒ ϕ + ϕ̃ ∈D, λϕ ∈ D, (3.15)

lim
h↓0

1

h

[(
Tt,t+hϕ(t + h, ·))(x) − ϕ(t, x)

] = ϕt (t, x) − (
Gt ϕ(t, ·))(x) (3.16)

for all ϕ ∈ D, (t, x) ∈ Q. We refer to the elements of D as test functions and Gt as the
infinitesimal generator of the semigroup {Tt,r}. Note that, if ϕ is any test function, then
ϕ(t, x) is defined for all (t, x) ∈ (−∞, T ] × D even though (3.16) is required to hold only
for (t, x) ∈ Q.

Like the choice of C, the exact choice of D is not important. One should think of D
as the set of “smooth” functions. For example, if D

′ = O is a bounded subset of R
d and

D = �O , then we require that D contains C∞(�Q). Indeed, this requirement will be typical
when Gt is a partial differential operator.

In most applications, D
′ is simply the interior of D. However, in the case of a controlled

jump Markov process which is stopped after the exit from an open set O ⊂ R
d , we have

D
′ = O , while D is the closure of the set that can be reached from O .
Now suppose that v ∈ D and let h go to zero in (3.13). The result is

−vt (t, x) + (
Gt v(t, ·))(x) = 0, (t, x) ∈ Q. (3.17)

In analogy with optimal control, the above equation is called the (abstract) dynamic
programming equation.

In general, the value function is not in D and therefore it is not a classical solution
of (3.17). In that case the equation (3.17) has to be interpreted in a weaker sense. This will
be the subject of viscosity solutions.

We are now in a position to give the definition of viscosity solutions in the abstract
setting. This is a straightforward generalization of the original definition given by Crandall
and Lions [25]. Also see Crandall, Evans and Lions [23]. Let Q = (−∞, T )×D

′,D and C
as before.

In the below definition, we assume continuity to simplify the presentation. However, for
the definition we only need the solution to be locally bounded, see [4,36].

DEFINITION 3.2 (Viscosity solutions). Let w ∈ C((−∞, T ] × D). Then
(i) w is a viscosity subsolution of (3.17) in Q if for each ϕ ∈D,

−ϕt

(
t̄ , x̄

) + (
Gt̄ ϕ

(
t̄ , ·))(x̄) � 0, (3.18)

at every (t̄ , x̄) ∈ Q which is a maximizer of w−ϕ on (−∞, T ]×D with w(t̄, x̄) = ϕ(t̄, x̄).
(ii) w is a viscosity supersolution of (3.17) in Q if for each ϕ ∈ D,

−ϕt

(
t̄ , x̄

) + (
Gt̄ ϕ

(
t̄ , ·))(x̄) � 0, (3.19)
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at every (t̄ , x̄) ∈ Q which is a minimizer of w −ϕ on (−∞, T ]×D with w(t̄, x̄) = ϕ(t̄, x̄).
(iii) w is a viscosity solution of (3.17) in Q if it is both a viscosity subsolution and a

viscosity supersolution of (3.17) in Q.

It follows from the monotonicity and the semigroup properties and the definitions that
any classical solution of (3.17) is also a viscosity solution, see for instance [36]. Another
immediate consequence is the following.

THEOREM 3.3. Assume (3.5), (3.6), (3.14)–(3.16). Suppose that the value function v de-
fined by (3.11) is continuous. Then, v is a viscosity solution of (3.17) in Q.

PROOF. Let ϕ ∈D and (t̄ , x̄) ∈ Q be a maximizer of the difference v − ϕ on �Q satisfying
v(t̄, x̄) = ϕ(t̄, x̄). Then, ϕ � v. Using (3.6) with φ = ϕ(r, ·) and s = T , we obtain for every
r ∈ [t̄ , T ],

(
Tt̄ ,rϕ(r, ·))(x̄) � (Tt̄ ,T ψ)(x̄) = v

(
t̄ , x̄

) = ϕ
(
t̄ , x̄

)
.

Recall that by (3.14), ϕ(r, ·) is in the domain of Tt̄ ,r . Take r = t̄ +h and use (3.16) to arrive
at

−ϕt

(
t̄ , x̄

) + (
Gt̄ ϕ

(
t̄ , ·))(x̄) = −lim

h↓0

1

h

[(
Tt̄ ,t̄+hϕ

(
t̄ + h, ·))(x̄) − ϕ

(
t̄ , x̄

)]
� 0.

Hence (3.18) is satisfied and consequently v is a viscosity subsolution of (3.17) in Q. The
supersolution property of v is proved exactly the same way as the subsolution property. �

3.2. Optimal control of diffusion processes

In this subsection, we will prove that the value function of an optimal control problem is the
unique viscosity solution of the dynamic programming equation (3.1) with H as in (3.3)
with Lα given by (3.10). In order to achieve this, we will define a stochastic nonlinear
semigroup as in the introduction of this section and in Example 3.1. Then, we will verify
the assumptions of Theorem 3.3 to show that the value function of the stochastic optimal
control problem is the viscosity solution.

If the controlled Markov processes are uniformly parabolic, then there are classical so-
lutions to the dynamic programming equation (3.17) and uniqueness is standard under
natural conditions well known in the PDE literature. Combined with these PDE results, the
viscosity property of the value function provides a stochastic representation. However, we
do not, in general, assume the uniform parabolicity and therefore we only expect the value
function to be a viscosity solution. Still in this case, there are uniqueness results for viscos-
ity solutions (see [24,36]) and a representation result follows. The main difference between
the smooth (or equivalently the uniformly elliptic) case and the nonsmooth case is that, as
for the linear problems, smooth solutions with certain growth conditions can be directly
shown to be the value function. This point is further developed in the next subsection. In
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this section, we consider the boundary value problems with no exponential discounting
(i.e., equation with no linear term: r ≡ 0). However, our results easily extend to the other
cases as described in Section 2.

Now let Tt,T be the semigroup defined in Example 3.1. To simplify the presentation, we
take r ≡ 0. So that the nonlinear operators on C are given by

(Tt,rϕ)(x) = inf
α(·)∈A

E

{∫ θ∧r

t

L
(
s,X(s),α(s)

)
ds

+ g
(
θ,X(θ)

)
χθ<r + ϕ

(
X(r)

)
χθ�r

}
,

where t � r � T ,ϕ ∈ C, θ is the exit time of (s,X(s)) from Q = (−∞, T ] × �O and
g ∈ C(�Q) is a given function, which we call the lateral boundary data. Clearly Tt,r satisfies
(3.5) and (3.6). The semigroup property however, is equivalent to the dynamic program-
ming principle. We refer to Chapter 5 in [36] or [66] for the general structure of dynamic
programming in a certain context.

To apply the results of Theorem 3.3, we also have to verify (3.16). Indeed we shall prove
that (3.16) holds with D = �O , D

′ = O (hence Q = (−∞, T ] × O), D = C1,2(�Q) and the
infinitesimal generator,

(Gt ϕ)(x) = H
(
t, x,ϕ(·)), (t, x) ∈ Q,

where H is as in (3.3) and Lα
t as in (3.10). In view of Theorem 3.3, this result will im-

ply that the value function is a viscosity solution of the dynamic programming equation
provided that it is continuous.

Recall O is assumed to be bounded. For the unbounded case, we refer to [36].

THEOREM 3.4. Suppose that f,σ satisfy (3.7), A is compact and g, L are continuous.
Then, for every w ∈D and (t, x) ∈ Q, we have

lim
h↓0

1

h

[(
Tt,t+hw(t + h, ·))(x) − w(t, x)

] = wt(t, x) − (
Gtw(t, ·))(x).

PROOF. We start with a probabilistic estimate. Let X(·) be the solution of (3.8) with con-
trol α(·) and initial condition X(t) = x ∈ O . Since Q is bounded, f and σ are bounded,
for any positive integer m and h ∈ (0,1], we have

E sup
t�ρ�t+h

∣∣X(ρ) − x
∣∣2m

= E sup
t�ρ�t+h

∣∣∣∣
∫ ρ

t

f
(
s,X(s),α(s)

)
ds

+
∫ ρ

t

σ
(
s,X(s),α(s)

)
dW(s)

∣∣∣∣2m
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� ĈmE

(∫ t+h

t

∣∣f (
s,X(s),α(s)

)∣∣ds

)2m

+ ĈmE sup
t�ρ�t+h

∣∣∣∣
∫ ρ

t

σ
(
s,X(s),α(s)

)
dW(s)

∣∣∣∣2m

� Ĉm‖f ‖2mh2m + C̃m‖σ‖2mhm � Cmhm, (3.20)

where ‖ · ‖ denotes the sup-norm on Q and Cm, Ĉm, C̃m are suitable constants. Set d(x) =
dist(x, ∂O) and recall that θ is the exit time from Q. Then for t + h � T ,

P(τ � t + h) � P
(

sup
t�ρ�t+h

∣∣X(ρ) − x
∣∣ � d(x)

)

�
(
E sup

t�ρ�t+h

∣∣X(ρ) − x
∣∣2m

)(
d(x)

)−2m

� Cmhm

(d(x))2m
. (3.21)

Fix α ∈ A and let ᾱ(s) ≡ α. Then the definition of Tt,t+h yields

I (h) = 1

h

[(
Tt,t+hw(t + h, ·))(x) − w(t, x)

]
� 1

h
E

∫ (t+h)∧θ

t

L
(
s,X(s),α

)
ds

+ 1

h
E

[
w

(
t + h,X(t + h)

) − w(t, x)
]
χθ�t+h

+ 1

h
E

[
g
(
θ,X(θ)

) − w(t, x)
]
χθ<t+h. (3.22)

The estimate (3.21) with m = 2 yields

lim
h↓0

1

h
Ptx(τ � t + h) = 0

for every (t, x) ∈ Q. Hence

lim
h↓0

1

h
E

∫ (t+h)∧θ

t

L
(
s,X(s),α

)
ds = L(t, x,α)

and

lim
h↓0

1

h
E

[
g
(
θ,X(θ)

) − w(t, x)
]
χθ<t+h = 0.
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Also, by Itô’s formula

lim
h↓0

1

h
E

[
w

(
t + h,x(t + h)

) − w(t, x)
]
χθ�t+h

= lim
h↓0

1

h
E

[
w

(
(t + h) ∧ θ,X

(
(t + h) ∧ θ

)) − w(t, x)
]

= lim
h↓0

1

h
E

∫ (t+h)∧θ

t

[
wt

(
s,X(s)

) + (
Lα

s w(s, ·))(X(s)
)]

ds

= (
Lα

t w(t, ·))(x).

Substitute the above into (3.21) to obtain

lim sup
h↓0

I (h) � L(t, x,α) + wt(t, x) + (
Lα

t w(t, ·))(x)

for all α ∈ A. We take the infimum over α. The result is

lim sup
h↓0

I (h) � wt(t, x) − (
Gtw(t, ·))(x).

For any sequence hn ↓ 0, there exists αn(·) satisfying

(
Tt,tnw(tn, ·)

)
(x)

� E

[∫ θn

t

L
(
s, xn(s),αn(s)

)
ds + g

(
θn,Xn(θn)

)
χθn<tn

+ w
(
tn,Xn(tn)

)
χθn=tn

]
− (hn)

2,

where tn = t + hn, θn = θ̂n ∧ tn, Xn(·) is the solution of (3.8), (2.13) with control αn, and
θ̂n is the exit time of (s,Xn(s)) from Q. Therefore

I (hn) � 1

hn

E

∫ θn

t

L
(
s,Xn(s),αn(s)

)
ds

+ 1

hn

E
[
w

(
tn,X(tn)

) − w(t, x)
]
χθn=tn

+ 1

hn

E
[
g
(
θn,Xn(θn)

) − w(t, x)
]
χθn<tn − hn. (3.23)

The probabilistic estimate (3.21) with m = 2 implies that the limit of the third term is zero
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and

lim
n→∞

∣∣∣∣ 1

hn

E

(∫ tn

t

L
(
t, x,αn(s)

)
ds −

∫ θn

t

L
(
s,Xn(s),αn(s)

)
ds

)∣∣∣∣
� lim

n→∞
1

hn

[
‖L‖∞E(tn − θn)

+ E

∫ tn

t

∣∣L(
t, x,αn(s)

) − L
(
s,Xn(s),αn(s)

)∣∣ds

]
. (3.24)

Since �Q × A is compact, L is uniformly continuous. Also (3.20) implies that, for every
δ > 0,

lim
n→∞P

(
sup

t�ρ�t+hn

∣∣Xn(ρ) − x
∣∣ � δ

)
= 0.

Therefore the uniform continuity of L and (3.20) imply that the limits in (3.24) are zero.
We now use (3.21) and Itô formula to obtain

lim
n→∞

1

hn

∣∣∣∣E
{[

w
(
tn,X(tn)

) − w(t, x)
]
χθn=tn

−
∫ tn

t

wt (t, x) + (
Lαn(s)

t w(t, ·))(x)ds

}∣∣∣∣
� lim

n→∞
1

hn

sup
α

∣∣wt(t, x) + (
Lα

t w(t, ·))(x)
∣∣E(tn − θn)

+ lim
n→∞

1

hn

E

∫ θn

t

∣∣(Lαn(s)
t w(s, ·))(Xn(s)

) − (
Lαn(s)

s w(t, ·))(x)
∣∣ds

+ lim
n→∞

1

hn

E

∫ θn

t

∣∣wt

(
s,Xn(s)

) − wt(t, x)
∣∣ds.

Since w ∈ C1,2(�Q),Lα
s w(s, y) is a uniformly continuous function of �Q. As in (3.24), the

dominated convergence theorem and (3.20) imply that the above limit is zero. Combine
this with (3.23) and (3.24) to obtain

I (hn) � Ln + Gn − e(n),

where

(
Ln,Gn

) := 1

hn

(
E

∫ t+hn

t

L
(
t, x,αn(s)

)
ds,

E

∫ t+hn

t

wt (t, x) + (
Lαn(s)

t w(t, ·))(x)ds

)
,
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and the error term e(n) converges to zero as n → ∞. Define a set

Â = {
(L,G) ∈ R

2: L = L(t, x,α),

G = wt(t, x) + (
Lα

t w(t, ·))(x) for some α ∈ A
}
.

Then (Ln,Gn) ∈ �co(Â), where �co denotes the convex, closed hull of Â. Also,

Ln + Gn � inf
{
L + G: (L,G) ∈ �co

(
Û

)}
= inf

{
L + G: (L,G) ∈ Û

}
= wt(t, x) − (

Gtw(t, ·))(x). �

As in Section 3.1, let v be the value function. Then, in view of Theorem 3.3, we have the
following representation result for (3.1) with nonlinearity H given in (3.3) with Lα given
in (3.10) and r ≡ 0. However, this restriction that r ≡ 0 can easily be removed by the
techniques developed in Section 2. For that reason we state the result including the linear
term r(t, z,α)v(t, x). For uniqueness we need the boundary conditions. It is clear that
v satisfies the terminal condition (2.20). Also, under some conditions, the value function
satisfies the Dirichlet boundary condition (2.21) (see Chapter 5 in [36]). Also, in degenerate
cases, (2.21) may hold only in the viscosity sense. We refer the interested reader to the book
of Barles [4], or Section 7.6 in [36].

COROLLARY 3.5 (Control representation for (3.1)). Suppose that v ∈ C(�Q). Then v, a
viscosity solution of the dynamic programming equation (3.1), with nonlinearity H given
in (3.3) with the infinitesimal generator as in (3.10), i.e.,

−vt (t, x) + H
(
t, x, v(t, x),D(t, x),D2v(t, x)

) = 0 on (−∞, T ) × O,

(3.25)

where

H(t, x, v,p,B)

= sup
α∈A

{
−r(t, x,α)v − µ(t, x,α) · p − 1

2
a(t, x,α) : B − L(t, x,α)

}
.

In particular, if v satisfies (2.21) and if there is only one continuous viscosity solution
of (3.25) together with (2.21), (2.20), then this solution is given as the value function of the
stochastic optimal control problem.

3.3. Smooth value function and verification

In this subsection, we assume that there exits a u ∈ C1,2((−∞, T ] × �O) that solves the
dynamic programming equation (3.25) together with boundary conditions (2.21), (2.20).
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Then, we will show by a direct application of Itô calculus that this solution must be equal
to the value of the stochastic semigroup defined in Example 3.1. This, in particular, proves
uniqueness of C1,2 solutions to equations (3.25), (2.20), (2.21).

THEOREM 3.6 (Verification). Let u ∈ C1,2((−∞, T ] × �O) be a solution of (3.25), (2.20),
(2.21). Then, for every α(·) ∈ A,

u(t, x) �
(
J α(·)

t,T ϕ
)
(x).

In addition, suppose that there exits an optimal control α∗(·) ∈ A so that, for Lebesque
almost all s ∈ [t, T ],

α∗(s) ∈ arg min
α∈A

{
−r

(
s,X∗(s), α∗(s)

)
v
(
s,X∗(s)

)
− µ

(
s,X∗(s), α∗(s)

) · Dv
(
s,X∗(s)

)
− 1

2
a
(
s,X∗(s), α∗(s)

) : D2v
(
s,X∗(s)

)
− L

(
s,X∗(s), α∗(s)

)}
,

where X∗(s) is the solution of (3.8), with initial data (2.13) and control α∗(·). Then

u(t, x) = (
J α∗(·)

t,T ϕ
)
(x).

PROOF. Fix (t, x) and α(·). Let X(·) be the corresponding state process. Apply the Itô rule
to Y(s) := B(s)u(s,X(s)). The result is

dY(s) = B(s)

[
r
(
s,X(s),α(s)

)
u
(
s,X(s)

) + µ
(
s,X(s),α(s)

) · Du
(
s,X(s)

)

+ 1

2
a
(
s,X(s),α(s)

) : D2u
(
s,X(s)

) + ut

(
s,X(s)

)]
ds

+ B(s)Du
(
s,X(s)

)
dW(s).

We integrate the above on [t, θ ], take the expected value and then use the equations (3.25),
(2.21), (2.20). The result is

Y(t) = u(t, x)

= E
[
B(θ)u

(
θ,X(θ)

)]
− E

(∫ θ

t

B(s)

[
ut

(
s,X(s)

) + r
(
s,X(s),α(s)

)
u
(
s,X(s)

)
+ µ

(
s,X(s),α(s)

) · Du
(
s,X(s)

)
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+ 1

2
a
(
s,X(s),α(s)

) : D2u
(
s,X(s)

)]
ds

)

� E
[
B(θ)u

(
θ,X(θ)

)] + E

(∫ θ

t

B(s)L
(
s,X(s),α(s)

)
ds

)

= (
J α(·)

t,T ϕ
)
(x).

This proves the first part of the statement. To prove the second part, we repeat the above
calculations with the control α∗(·) and X∗(·). The inequality in the above calculation is
now an equality and the optimality of α∗(·) follows. �

3.4. Optimal control of jump Markov processes

In this subsection, we briefly discuss the extension of the representation results for the
integro-differential equations discussed in Section 2.6. We refer to the books [36,55] and
the paper [2] for more information.

As in the diffusion case, we will introduce controlled diffusion equations driven by a
Markov process and a random measure. Indeed, let A be a control set, and µ,σ,L be as in
Section 3.2. Further, let π be a compensator measure on R

d and f be function satisfying

sup
α∈A

∫
Rd

[
1 ∧ ∣∣f (t, x, ξ,α)

∣∣2]
π(dξ) < ∞.

We also assume the standard Lipschitz condition

∫
Rd

∣∣f (t, x, ξ,α) − f (t, y, ξ,α)
∣∣2

π(dξ) � C|x − y|2

for all t ∈ R
1, x, y ∈ R

d for some constant C. As before, let A be all bounded, progres-
sively measurable, A-valued random processes. Then, given a control process α(·) ∈ A and
initial point (t, x), there exists a unique solution to

X(T ) = x +
∫ T

t

µ
(
s,X(s),α(s)

)
ds +

∫ T

t

σ
(
s,X(s),α(s)

)
dW(s)

+
∫ T

t

∫
Rd

f
(
s,X(s), ξ,α(s)

)
p̃(ds × dξ), (3.26)

where p̃ is a martingale random measure with compensator π and W(·) is an independent
standard Brownian motion.

For a constant control α(·) ≡ α, the infinitesimal generator is given by

Lα
t ϕ(x) = µ(t, x,α) · ∇ϕ(x) + 1

2
a(t, x,α) : D2ϕ(x) + L̃α

t ϕ(x),
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where the part corresponding to the random measure is as in (2.19),

L̃t αϕ(x) =
∫

Rd

[
ϕ
(
x + f (t, x, ξ,α)

) − ϕ(x) − f (t, x, ξ,α) · ∇ϕ(x)
]
π(dξ).

Now we define the pay-off functional and the value function as in the diffusion case
(see (3.9)),

(
J α(·)

t,T ψ
)
(x) = E

[∫ T

t

B(s)L
(
s,X(s),α(s)

)
ds

+ B(θ)g
(
θ,X(θ)

)
χθ<T + B(T )ψ

(
X(r)

)
χθ�T

]
,

where

B(T ) = B
(
t, T ; z,α(·)) = exp

(
−

∫ T

t

r
(
s,Z(s),α(s)

)
ds

)
,

and θ is the exit time of (s,X(s)) from �Q = [t, T ] × �O . The nonlinear semigroup is given
by

(Tt,rψ)(x) := inf
α(·)∈A

J α(·)
t,r ψ(x).

Again it follows that Tt,r is monotone, semigroup by dynamic programming for optimal
control.

We can then show that the value function is a viscosity solution of the corresponding
dynamic programming equation. Such a result for jump Markov processes was first proved
in [63], and then by Sayah [61]. We refer to the recent book of Oksendall and Sulem [55]
for more information.

Given the form of the generator Lα
t and the formal discussion given in the beginning of

this section, the related dynamic programming equation is (3.1), with H in (3.3) and Lα
t as

above.
The boundary conditions are (2.20) and (2.21). But the important point to emphasize is

that (2.21) holds for all x not only on ∂O but in all of R
d \ O as X(θ) ∈ R

d \ O .

3.5. Other type of control problems

Several other types of control problems have been studied in the literature. These prob-
lems are related to so-called quasivariational inequalities. Indeed, stopping time problems
are related to obstacle problems [9]. Impulse or switching controls yield quasivariational
inequalities [10]. Singular control problems allow the state processes to be discontinu-
ities [36]. Dynamic programming equations for singular control problem are again quasi-
variational inequalities but with constraints on the first derivative of the solution. Equations
with constraints on the second derivatives are much rare and obtained only in [20].
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3.6. Stochastic target and geometric problems

In this section, we consider a special class of nonlinear parabolic equations. These equa-
tions are related to geometric flows of manifolds embedded in R

d . The nonlinearities H

that appear in these equation are, in addition to being parabolic (2.11), also geometric, i.e.,

H(t, x, λp,B + µp ⊗ p) = λH(t, x,p,B) ∀λ � 0,µ ∈ R
1. (3.27)

It was shown in [67,68] that a large subclass of above nonlinearities have a stochas-
tic representation similar to that discussed in Section 3.2. In this representation, however,
a new class of control problems called stochastic target problems are used [65,66]. A sto-
chastic target problem is a nonclassical control problem in which the controller tries to
steer a controlled stochastic process into a given target set G by judicial choices of con-
trols. The chief object of study is the set of all initial positions from which the controlled
process can be steered into G with probability one in an allowed time interval. Clearly these
reachability sets depend on the allowed time. Thus, they can be characterized by an evo-
lution equation which is the analogue of the dynamic programming equation of stochastic
optimal control.

Geometric equations express the velocity of the boundary as a possibly nonlinear func-
tion of the normal and the curvature vectors. In [66,67] it was shown that smooth solu-
tions of these geometric equations, when exist, are equal to the reachability sets. However,
as a Cauchy problem, these equations in general do not admit classical smooth solutions
and a weak formulation is needed. Several such formulations were given starting with the
pioneering work of Brakke [15]. Here we consider the viscosity formulation given inde-
pendently by Chen, Giga and Goto [19] and by Evans and Spruck [34]. The main idea of
this approach is to characterize the geometric solution as the zero level set of a continuous
function. Then, this function solves a partial differential equation (3.25) with a geometric
H satisfying (3.27).

The chief goal of this subsection is to give a stochastic characterization of the unique
level set solutions of [19,34] in terms of the target problem. The stochastic semigroup is
given by

v(t, x) := inf
α(·)∈A

ess sup
ω∈Ω

ϕ
(
X

α(·)
t,x (T ,ω)

)
, (3.28)

where for initial data (t, x) ∈ (−∞, T ) × R
d , control process α(·) ∈ A, the controlled

process {X(s) := X
α(·)
t,x (s)}s�t is the solution of (3.8) and (2.13).

The following representation result is proved in [66].

THEOREM 3.7. Suppose that the standard Lipschitz assumption (3.7) holds and that H is
locally Lipschitz on {p �= 0}. Then, v defined in (3.28) satisfies (2.20) pointwise and it is a
discontinuous viscosity solution of (3.25) with

H(t, x,p,B) := sup
ν∈N (t,x,p)

{
−µ(t, x,α) · p − 1

2
a(t, x,α) : B

}
, (3.29)
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where

N (t, x,p) := {
α ∈ A: σ(t, x,α)p = 0

}
for p �= 0 and N (t, x,0) := A.

(3.30)

Observe that H(t, x,p,B) defined above is geometric and also it is singular at p = 0
because N (t, x,0) = A.

The above theorem, in fact, follows from a more geometric result that connects the
evolution equations more manifolds and stochastic target problems. In this context, the
semigroup Tt,T acts on subsets of R

d . Indeed, for a given Borel subset G of R
d , the target

reachability set is given by

Tt,T G := vG(t) := {
x ∈ R

d : X
α(·)
t,x (T ) ∈ G a.s. for some α(·) ∈A

}
.

Dynamic programming principle for these problems is proved in [66]: for all t � r � T ,

Tt,T G = {
x ∈ R

d : X
α(·)
t,x (r) ∈ Tr,T G a.s. for some α(·) ∈A

}
.

This is exactly the semigroup property

Tt,T G = Tt,r (Tr,T G).

The infinitesimal generator of this semigroup can be stated purely in terms of geometric
quantities such as the normal vector and second quadratic form of the set. Indeed, in [66]
the characteristic functions of the reachability sets are shown to be viscosity solutions of
the geometric dynamic programming equations in the sense defined in [64]. In particular,
this result implies that the reachability set is included in the zero sublevel set of the so-
lutions constructed in [19,34]. In view of the techniques developed by Barles, Soner and
Souganidis [6], and [64], these purely geometric results are equivalent to Theorem 3.7. To
state the main result in this direction we need the following definition:

K(t, z) := {(
µ(t, x,α), σ (t, x,α)

)
: α ∈ A

}
.

THEOREM 3.8. Let the conditions of Theorem 3.7 hold. Suppose that ϕ is bounded and
uniformly continuous, and (3.25) with H as in (3.29) has comparison. Let v is the unique
bounded continuous viscosity solution of (3.25), (2.20). Assume further that the set K(t, x)

is closed and convex for all (t, x) ∈ (−∞, T ] × R
d . Then

vG(t) = {
x ∈ R

d : v(t, x) � 0
}

with the target set

G := {
x ∈ R

d : ϕ(x) � 0
}
.
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The proof of this theorem is a straightforward application of Theorem 3.7 and the results
of [6]. Observe that the boundedness of ϕ is not a restriction, as one can replace ϕ by
ϕ(1 + |ϕ|)−1.

The stochastic target problems with jump-diffusion processes are discussed by
Bouchard [13]. Also, target problems are related to forward–backward stochastic differen-
tial equations (FBSDEs) discussed in Section 4. A similar representation theorem for the
special case of the codimension-one mean curvature flow was also obtained by Buckdahn,
Cardaliaguet and Quincampoix [16].

We close this subsection by the important example of mean curvature flow.

EXAMPLE 3.9. Consider the example with A = Pk,d be the set of all projection matrices
on R

d onto a hyperplane of dimension k, µ ≡ 0 and σ(t, x,α) = √
2α. Then, the state

equation (3.8) reduces to

dX(s) = √
2α(s)dW(s),

where W(·) is the standard d-dimensional Brownian motion. Hence, at each time s, the
controller decides on which k-dimensional space X(·) should diffuse. Then the related
PDE has the form

Hk(p,B) = sup
{
α : B | α ∈Pk,d and αp = 0

}
.

This is exactly the same nonlinear function used by Ambrosio and Soner [1] to describe
the weak flow of codimension d − k mean curvature flow. In the special case of k = d − 1,
any α ∈ Pd−1,d is given by α = I − ν ⊗ ν for some unit vector ν ∈ R

d . Also for such a
matrix α and p �= 0,

αp = 0 
⇒ [I − ν ⊗ ν]p = 0 
⇒ ν = ± p

|p| := p̄.

Hence,

Hd−1(p,B) = sup
{[I − ν ⊗ ν] : B | ν = ±p̄

} = trace(B) − Bp̄ · p̄,

and equation (3.25) has the form

−vt (t, x) − �v(t, x) + D2v(t, x)∇v(t, x) · ∇v(t, x)

|∇v(t, x)|2 = 0.

This is the level set equation (in reversed time) for the mean curvature flow [19,34]. Then,
in the special case of this example, results of this subsection can be stated as follows. The
unique viscosity solution of the above level set equation of the mean curvature flow has the
stochastic representation

v(t, x) := inf
α(s)∈Pk,d

ess sup
ω∈Ω

ϕ

(
x +

∫ T

t

α(s)dW(s)

)
.
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4. Backward representations

In this section we outline a different connection between PDEs and stochastic processes.
Vaguely, this connection is analogous to the connection between ordinary differential equa-
tions and first-order PDEs through the method of characteristics. Indeed, it is first observed
by Bismut [11] in his seminal work on the extension of Pontryagin maximum principle to
stochastic optimal control. Pontryagin’s maximum principle itself is the extension of the
Hamilton–Jacobi theory of classical mechanics to deterministic optimal control and pro-
vides conditions for maximality through a set of ordinary differential equations. For sto-
chastic optimal control, Bismut achieved this using stochastic processes. As well known,
the method of characteristics and its mentioned generalizations have both initial and ter-
minal boundary data to be satisfied. In the stochastic context, due to the adaptability con-
ditions, this makes the problem harder. However, a deep theory is now developed through
the recent works of Peng, Pardoux and others [32,54,56–58,60]. This theory known as
Backward stochastic differential equations (BSDEs) will be outlined in the next subsec-
tion. BSDEs have a natural connection with PDEs and several numerical methods have
been developed [27,53,69]. However, the PDEs connected to BSDEs are always quasilin-
ear. Recently, Cheredito, Soner, Touzi and Victoir [21] extended this theory to cover all
fully nonlinear, parabolic, second-order PDEs. This extension and the possible numerical
implications are outlined below. For a more complete introduction to BSDEs we refer to
the survey paper of El-Karoui, Peng and Quenez [32].

4.1. Backward stochastic differential equations

Let X(·) := Xt,x(·) be the solution of (2.12), (2.13). Given real-valued, nonlinear func-
tion f and terminal data ϕ consider the equation

dY(s) = f
(
s,X(s), Y (s)

)
ds + Z(s) · σ (

s,X(s)
)

dW, (4.1)

with terminal data

Y(T ) = ϕ
(
X(T )

)
. (4.2)

The problem is to find processes Y(·) and Z(·) that are integrable and adapted to the fil-
tration Ft . Adaptedness condition is a serious technical condition as the given data for
Y(·) is specified at the terminal time T . In the probabilistic literature the BSDE is defined
more generally. Random f and more general X(·) process with Y(·) dependence are also
considered. Here we restrict ourselves to the above framework to simplify the presentation.

Let us assume that the solution Y(s) is given as a deterministic function of time
and X(s), i.e., assume that there is a deterministic function v so that

Y(s) = v
(
s,X(s)

) ∀s ∈ [t, T ].
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If we also assume that v is smooth, then by the Itô formula, we have

d
[
v
(
s,X(s)

)] = [
vt

(
s,X(s)

) + (
Lsv(s, ·))(X(s)

)]
ds

+ ∇v
(
s,X(s)

) · σ (
s,X(s)

)
dW(s),

where Lt is as in (2.14). If σ has full rank, then equating the above equation to (4.1) yields

Z(s) = ∇v
(
s,X(s)

)
,

and v must solve

−vt −Lt v + f (t, x, v,∇v) = 0 on (−∞, T ] × R
d .

Hence, smooth solutions of the above semilinear PDE has the representation in terms of
the BSDE (4.1). Numerical implication of this connection is discussed in Section 5.2. Also
the rigorous connection between the PDE and the BSDE is given in the references cited
before.

4.2. Second-order backward stochastic equations

In the BSDE literature it has not been possible to consider PDEs with a nonlinear second-
order term. Only quasilinear PDEs were shown to have connection with the BSDEs. This
is achieved by introducing a Y,Z dependence in the dynamics of X.

In recent work [21], BSDEs were generalized by restricting the Z process to be a semi-
martingale. Precisely a second-order backward stochastic differential equation (2BSDE in
short) has the X and Y equations, (2.12), (2.13) and (4.1), (4.2), and an additional equation

dZ(s) = a(s)ds + Γ (s)σ
(
s,X(s)

)
dW(s) (4.3)

for some processes a(·) and Γ (·).
For simplicity, let us assume that σ ≡ Id . Then, we rewrite the 2BSDE as

dX(s) = µ
(
s,X(s)

)
ds + dW(s),

dY(s) = H
(
s,X(s), Y (s),Z(s),Γ (s)

)
ds + Z(s) ◦ dX(s),

(4.4)
dZ(s) = A(s)ds + Γ (s)dX(s),

Y (T ) = ϕ
(
X(T )

)
, X(t) = x,

where H is a given function and the Fisk–Stratonovich integral ◦ is given by

Z(s) ◦ dW(s) = Z(s)dW(s) + 1

2
trace

[
Γ (s)

]
ds.
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Below, we will give the precise function spaces in which we look for the solutions. How-
ever, to establish the connection between the PDEs let us formally assume that there is a
solution and is given by Y(s) = v(s,X(s)). Then, by the Itô formula (using the definition
of the Fisk–Stratonovich integral),

d
[
v
(
s,X(s)

)] = vt

(
s,X(s)

)
ds + ∇v

(
s,X(s)

) ◦ dX(s).

Comparing this to the dY equation in (4.4), again we conclude that Z(s) = ∇v(s,X(s))

and

−vt

(
s,X(s)

) + H
(
s,X(s), Y (s),Z(s),Γ (s)

) = 0 ∀s ∈ [t, T ]. (4.5)

Now we apply the Itô rule to ∇v(s,X(s)). The result is

d
[∇v

(
s,X(s)

)] = [∇vt

(
s,X(s)

) +Lt∇v
(
s,X(s)

)]
ds + D2v

(
s,X(s)

)
dW(s).

We compare this to the dZ equation in (4.4) to conclude that Γ (s) = D2v(s,X(s)). We
substitute these into (4.5) to obtain

−vt

(
s,X(s)

)
+ H

(
s,X(s), v

(
s,X(s)

)
,∇v

(
s,X(s)

)
,D2v

(
s,X(s)

)) = 0 ∀s ∈ [t, T ].

If the X process has full support, then we conclude that

−vt (t, x) + H
(
t, x,∇v(t, x),D2v(t, x)

) = 0 ∀(t, x) ∈ (−∞, T ] × R
d .

(4.6)

Notice that we did not make any assumptions on H . In particular, no parabolicity is
assumed. Although, the above formal calculations do not require parabolicity, the existence
of a solution to 2BSDE fails without parabolicity. In the remainder of this subsection, we
will give the precise definitions of the functions spaces and the assumptions needed. Then,
we will state the main representation result of [21] without proof.

In addition to usual local Lipschitz conditions, we assume there are constants C � 0 and
p1 ∈ [0,1] such that

∣∣µ(t, x)
∣∣ � C

(
1 + |x|p1

)
, (t, x) ∈ (−∞, T ] × R

d .

DEFINITION 4.1. Let (t, x) ∈ (−∞, T ) × R
d and (Y (·),Z(·),Γ (·),A(·)) be a quadruple

of F -progressively measurable processes on [t, T ] with values in R, R
d , Sd and R

d , re-
spectively. Then we call (Y,Z,Γ,A) a solution to the second-order backward stochastic
differential equation (2BSDE) corresponding to (Xt,x,H,ϕ) if they solve (4.4).
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Equations (4.4) can be viewed as a whole family of 2BSDEs indexed by (t, x) ∈
[0, T ) ∈ R

d . We have formally argued that the solution of these equations are related to
the fully nonlinear partial differential equation (4.6).

Since Z is a semimartingale, the use of the Fisk–Stratonovich integral in (4.4) means no
loss of generality, but it simplifies the notation in the PDE (4.6). Alternatively, (4.4) could
be written in terms of the Itô integral as

dY(s) = H̃
(
s,Xt,x(s), Y (s),Z(s),Γ (s)

)
ds + Z(s) · dXt,x(s),

where (recalling that σ in the X equation is taken to be the identity)

H̃ (t, x, y, z, γ ) = H(t, x, y, z, γ ) + 1

2
trace[γ ].

In terms of H̃ , the PDE (4.6) can be rewritten as

−vt (t, x) + H̃
(
t, x, v(t, x),Dv(t, x),D2v(t, x)

) − 1

2
�v(t, x) = 0.

Finally, notice that the form of the PDE (4.6) does not depend on the functions the
dynamics of the X process. So, we could restrict our attention to the case where µ ≡ 0 and
σ ≡ Id , the d × d identity matrix. But the freedom to choose the dynamics of X from a
more general class of diffusions provides additional flexibility in the design of the Monte
Carlo schemes discussed in Section 5.

From a solution of the PDE to a solution of the 2BSDE. Assume v : [0, T ] × R
d → R is

a continuous function such that

vt ,Dv,D2v,LDv exist and are continuous on [0, T ) × R
d ,

and v solves the PDE (4.6) with terminal condition (2.20). Then it follows directly from
Itô’s formula that for each pair (t, x) ∈ (−∞, T ) × R

d , the processes

Y(s) = v
(
s,Xt,x(s)

)
, s ∈ [t, T ],

Z(s) = Dv
(
s,Xt,x(s)

)
, s ∈ [t, T ],

Γ (s) = D2v
(
s,Xt,x(s)

)
, s ∈ [t, T ],

A(s) = LDv
(
s,Xt,x(s)

)
, s ∈ [t, T ],

solve the 2BSDE corresponding to (Xt,x,H,ϕ).

From a solution of the 2BSDE to a solution of the PDE. In all of this subsection, we
assume that

H : (−∞, T ] × R
d × R × R

d × Sd → R and ϕ : Rd → R
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are continuous functions that satisfy the following Lipschitz and growth assumptions:
(A1) For every N � 1 there exists a constant FN such that

∣∣H(t, x, y, z, γ ) − H(t, x, ỹ, z, γ )
∣∣ � FN |y − ỹ|

for all t ∈ (−∞, T ], x, z ∈ R
d , y, ỹ ∈ R

1, γ ∈ Sd with max{|x|, |y|, |ỹ|, |z|,
|γ |} � N .

(A2) There exist constants F and p2 � 0 such that

∣∣H(t, x, y, z, γ )
∣∣ � F

(
1 + |x|p2 + |y| + |z|p2 + |γ |p2

)
for all (t, x, y, z, γ ) ∈ (−∞, T ] × R

d × R × R
d × Sd .

(A3) There exist constants G and p3 � 0 such that

∣∣ϕ(x)
∣∣ � G

(
1 + |x|p3

)
for all x ∈ R

d .

Admissible strategies. We fix constants p4,p5 � 0 and denote for all (t, x) ∈
(−∞, T ] × R

d and m � 0 by At,x
m the class of all processes of the form

Z(s) = z +
∫ s

t

A(r)dr +
∫ s

t

Γ (r)dXt,x(r), s ∈ [t, T ],

where z ∈ R
d , (A(·),Γ (·)) ∈ R

d × Sd progressively measurable processes satisfying

max
{∣∣Z(s)

∣∣, ∣∣A(s)
∣∣, ∣∣Γ (s)

∣∣} � m
(
1 + ∣∣Xt,x(s)

∣∣p4
) ∀s ∈ [t, T ], (4.7)

and

∣∣Γ (r) − Γ (s)
∣∣ � m

(
1 + ∣∣Xt,x(r)

∣∣p5 + ∣∣Xt,x(s)
∣∣p5

)
× (|r − s| + ∣∣Xt,x(r) − Xt,x(s)

∣∣) ∀r, s ∈ [t, T ]. (4.8)

Set At,x := ⋃
m�0 A

t,x
m . It follows from the assumptions (A1) and (A2) on H and the

condition (4.7) on Z that for all y ∈ R and Z ∈At,x , the forward SDE

dY(s) = f
(
s,Xt,x(s), Y (s),Z(s),Γ (s)

)
ds + Z(s) ◦ dXt,x(s), s ∈ [t, T ],

with Y(t) = y, has a unique strong solution Y t,x,y,Z(·) (this can, for instance, be shown
with the arguments in the proofs of Theorems 2.3, 2.4 and 3.1 in Chapter IV of Ikeda and
Watanabe [41]).

Notice that Z ∈ At,x is a solution of the 2BSDE if Y t,x,y,Z(T ) = ϕ(Xt,x(T )).
We will show that solutions to 2BSDE in the class At,x has at most one solution.
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Uniqueness of 2BSDE in At,x . For our last assumption and the statement of Theorem 4.3,
we need the following definition.

DEFINITION 4.2. Let q � 0.
(1) We call a function v : [0, T ] × R

d → R a viscosity solution with growth q of the
PDE (4.6) with terminal condition (2.20) if v is a viscosity solution of (4.6) on (−∞,

T ) × R
d such that v∗(T , x) = v∗(T , x) = g(x) for all x ∈ R

d and there exists a constant C

such that |v(t, x)| � C(1 + |x|q) for all (t, x) ∈ (−∞, T ] × R
d .

(2) We say that the PDE (4.6) with terminal condition (2.20) has comparison with
growth q if the following holds:

If w : (−∞, T ]×R
d → R is lower semicontinuous and a viscosity supersolution of (4.6)

on (−∞, T ) × R
d and u : (−∞, T ] × R

d → R upper semicontinuous and a viscosity sub-
solution of (4.6) on (−∞, T ) × R

d such that

w(T ,x) � g(x) � u(T , x) for all x ∈ R
d

and there exists a constant C � 0 with

w(t, x) � −C
(
1 + |x|p)

and u(t, x) � C
(
1 + |x|p)

for all (t, x) ∈ (−∞, T ) × R
d ,

then w � u on (−∞, T ] × R
d .

With this definition our last assumption on H and ϕ is
(A4) The PDE (4.6) with terminal condition (2.20) has comparison with growth p =

max{p2,p3,p2p4,p4 + 2p1}.
The following result is proved in [20].

THEOREM 4.3 (Uniqueness of 2BSDE). Assume (A1)–(A4) and that H is parabo-
lic (2.11). For x0 ∈ R

d suppose that the 2BSDE corresponding to (X0,x0 ,H,ϕ) has a
solution with Z0,x0 ∈ A0,x0 . Then

(i) The associated PDE (4.6) with terminal condition (2.20) has a unique viscos-
ity solution v with growth p = max{p2,p3,p2p4,p4 + 2p1}, and v is continuous on
[0, T ] × R

d .
(ii) For all (t, x) ∈ [0, T )×R

d , there exists exactly one solution (Y t,x,Zt,x,Γ t,x,At,x)

to the 2BSDE corresponding to (Xt,x,H,ϕ) such that Zt,x ∈At,x and

Y t,x(s) = v
(
s,Xt,x(s)

)
, s ∈ [t, T ],

where v is the unique continuous viscosity solution with growth p of (4.6) and (2.20).

REMARK 4.4. 1. Under the hypothesis of the above theorem, the solution of the 2BSDE
satisfies Y t,x(t) = v(t, x). Hence, v(t, x) can be approximated by backward simulation
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of the process (Y t,x(s))s∈[t,T ]. If v is C2, it follows from Itô’s lemma that Zt,x(s) =
Dv(s,Xt,x(s)), s ∈ [t, T ]. Then Dv(t, x) can also be approximated by backward simu-
lation. Moreover, for v is C3, Γ t,x(s) = D2v(s,Xt,x(s)) can be simulated in this way.
A formal discussion of a potential numerical scheme for the backward simulation of the
processes Y t,x , Zt,x and Γ t,x is provided in Section 5.3.

2. We have already shown that a classical solution v of (4.6) and (2.20) and its deriv-
atives provide a solution of the 2BSDE.

3. The parabolicity assumption (2.11) is natural from the PDE viewpoint. If H is
uniformly elliptic: there exists a constant C > 0 such that

H(t, x, y, z, γ − B) � H(t, x, y, z, γ ) + C Tr[B] ∀B � 0.

Then the PDE (4.6) is uniformly parabolic, and there exist general results on existence,
uniqueness and smoothness of solutions, see for instance, [45]. When H is linear in the
γ variable (in particular, for the semi- and quasilinear equations discussed in Section 5.2),
uniform ellipticity essentially guarantees existence, uniqueness and smoothness of solu-
tions to the PDE (4.6) and (2.20); see for instance, Section 5.4 in [47].

4. Condition (A4) is an implicit assumption on the functions H and ϕ as we find it
more convenient to assume comparison directly in the form (A4) instead of placing tech-
nical assumptions on H and ϕ which guarantee that the PDE (4.6) with terminal condi-
tion (2.20) has comparison. However, several comparison results for nonlinear PDEs are
available in the literature; see for example, Crandall, Ishii and Lions [24], Fleming and
Soner [36], Cabre and Caffarelli [18]. However, most results are stated for equations in
bounded domains. For equations in the whole space, the critical issue is the interplay be-
tween the growth of solutions at infinity and the growth of the nonlinearity. We list some
typical situations where comparison holds:

(a) Comparison with growth 1. Assume (A1)–(A3) and there exists a function
h : [0,∞] → [0,∞] with limx→0 h(x) = 0 such that

∣∣H (
t, x, y,α(x − x̃),A

) − H
(
t, x̃, y,α(x − x̃),B

)∣∣ � h
(
α|x − x̃|2 + |x − x̃|)

for all (t, x, x̃, y), α > 0 and A, B satisfying

−α

[
I 0
0 I

]
�

[
A 0
0 −B

]
� α

[
I −I

−I I

]
.

Then it follows from Theorem 8.2 in [24] that equations of the form (4.6), (2.20) have
comparison with growth 0 if the domain is bounded. If the domain is unbounded, it follows
from the modifications outlined in Section 5.D of Crandall et al. [24] that (4.6) and (2.20)
have comparison with growth 1.

(b) For the dynamic programming equation (3.25) related to a stochastic optimal con-
trol problem, a comparison theorem for bounded solutions is given in [36], Section 5.9,
Theorem V.9.1.

(c) Many techniques in dealing with unbounded solutions were developed by Ishii [42]
for first-order equations (that is, when f is independent of γ ). These techniques can be
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extended to second-order equations. Some related results can be found in [4,5]. In [5], in
addition to comparison results for PDEs, one can also find BSDEs based on jump Markov
processes.

5. Monte Carlo methods

In this section we provide a formal discussion of the numerical implications of our repre-
sentation results. We start by recalling some well-known facts in the linear case. We then
review some results for the semilinear and the quasilinear cases. Then, we conclude with
the fully nonlinear case related to Theorem 4.3.

5.1. The linear case

In this subsection we assume that the function H is of the form

H(t, x, y, z, γ ) = −α(t, x) − β(t, x)y − µ(x) · z − 1

2
a(x) : γ.

Then (4.6) is a linear parabolic equation and we discussed already that the Feynman–Kac
representation has the form

v(t, x) = E

[∫ T

t

Bt,sα
(
s,Xt,x(s)

)
ds + Bt,T g

(
Xt,x(T )

)]
,

where

Bt,s := exp

(∫ s

t

β
(
r,Xt,x(r)

)
dr

)

(see, for instance, Theorem 5.7.6 in [44]). This representation suggests a numerical ap-
proximation of the function v by means of the so-called Monte Carlo method.

(i) Given J independent copies {Xj , 1 � j � J } of the process Xt,x , set

v̂(J )(t, x) := 1

J

J∑
j=1

∫ T

t

B
j
t,s α

(
s,Xj (s)

)
ds + B

j
t,T g

(
Xj(T )

)
,

where B
j
t,s := exp(

∫ s

t
β(r,Xj (r))dr). Then, it follows from the law of large numbers and

the central limit theorem that

v̂(J )(t, x) → v(t, x) a.s. and√
J
(
v̂(J )(t, x) − v(t, x)

) → N(0, ρ) in distribution,



dafermos3 v.2006/06/19 Prn:30/06/2006; 10:50 F:dafermos306.tex; VTEX/jovi p. 46

46 H.M. Soner

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

where ρ is the variance of the random variable
∫ T

t
Bt,sα(s,Xt,x(s))ds + Bt,T g(Xt,x(T )).

Hence, v̂(J )(t, x) is a consistent approximation of v(t, x). Moreover, in contrast to finite
differences or finite elements methods, the error estimate is of order J−1/2, independent of
the dimension d .

(ii) In practice, it is not possible to produce independent copies {Xj , 1 � j � J } of the
process Xt,x , except in trivial cases. In most cases, the above Monte Carlo approximation
is performed by replacing the process Xt,x by a suitable discrete-time approximation XN

with time step of order N−1 for which independent copies {XN,j , 1 � j � J } can be pro-
duced. The simplest discrete-time approximation is the following discrete Euler scheme:
Set XN

t = x and for 1 � n � N ,

XN
tn

= XN
tn−1

+ µ
(
XN

tn−1

)
(tn − tn−1) + σ

(
XN

tn−1

)
(Wtn − Wtn−1),

where tn := t + n(T − t)/N . We refer to [69] for a survey of the main results in this area.

5.2. The semilinear case

We next consider the case where H is given by

H(t, x, y, z, γ ) = ϕ(t, x, y, z) − µ(x) · z − 1

2
a(x) : γ.

Then the PDE (4.6) is semilinear. We assume that the assumptions of Theorem 4.3 are
satisfied. In view of the connection between Fisk–Stratonovich and Itô integration, the
2BSDE (4.4) reduces to an uncoupled forward–backward SDE (FBSDE) of the form

dY(s) = ϕ
(
s,Xt,x(s), Y (s),Z(s)

)
ds + Z(s) · σ (

Xt,x(s)
)

dW(s),

with terminal data Y(T ) = g(Xt,x(T )) (compare to Peng [60], Pardoux and Peng [57]).
For N � 1, we denote tn := t +n(T − t)/N , n = 0, . . . ,N , and we define the discrete-time
approximation YN of Y by the backward scheme

YN
T := g

(
X

t,x
T

)
and, for n = 1, . . . ,N ,

YN
tn−1

:= E
[
YN

tn

∣∣Xt,x
tn−1

] − ϕ
(
tn−1,X

t,x
tn−1

, YN
tn−1

,ZN
tn−1

)
(tn − tn−1), (5.9)

ZN
tn−1

:= 1

tn − tn−1

(
σ
(
X

t,x
tn−1

)′)−1
E

[
(Wtn − Wtn−1)Y

N
tn

∣∣Xt,x
tn−1

]
. (5.10)

Then, we have

lim sup
N→∞

√
N

∣∣YN
t − v(t, x)

∣∣ < ∞,
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and in case that v is C2 also,

lim sup
N→∞

√
N

∣∣ZN
t − Dv(t, x)

∣∣ < ∞,

see for instance, Bally and Pagès [3], Bouchard and Touzi [14]. The practical implemen-
tation of this backward scheme requires the computation of the conditional expectations
appearing in (5.9) and (5.10). This suggests the use of a Monte Carlo approximation, as
in the linear case. But at every time step, we need to compute conditional expectations
based on J independent copies {Xj , 1 � j � J } of the process Xt,x . Recently, several ap-
proaches to this problem have been developed. We refer to Bally and Pagès [3], Bouchard
and Touzi [14], Lions and Regnier [49] and the references therein for the methodology and
the analysis of such nonlinear Monte Carlo methods.

We refer to Chevance [22] and to a recent article by Delarue and Menozzi [26] for Monte
Carlo simulations for the quasilinear case using forward–backward stochastic equations.

5.3. The fully nonlinear case

We now discuss the case of a general H as in the previous section. Let µ, σ be as in the
dynamics (2.12)

H̃ (t, x, y, z, γ ) = H(t, x, y, z, γ ) + µ(t, x) · z + 1

2
a(t, x) : γ.

Then, for all (t, x) the 2BSDE corresponding to (Xt,x,H,ϕ) can be written as

dY(s) = H̃
(
s,Xt,x(s), Y (s),Z(s),Γ (s)

)
ds

+ Z(s) · σ (
s,Xt,x(s)

)
dW(s), s ∈ [t, T ),

dZ(s) = A(s)ds + Γ (s)dXt,x(s), s ∈ [t, T ),

Y (T ) = g
(
Xt,x(T )

)
. (5.11)

We assume that the conditions of Theorem 4.3 hold true, so that the PDE (4.6) has a
unique viscosity solution v with growth p = max{p2,p3,p2p4,p4 +2p1}, and there exists
a unique solution (Y t,x,Zt,x,Γ t,x,At,x) to the 2BSDE (5.11) with Zt,x ∈ At,x .

Comparing with the backward scheme (5.9), (5.10) in the semilinear case, we suggest
the following discrete-time approximation of the processes Y t,x , Zt,x and Γ t,x :

YN
T := g

(
X

t,x
T

)
, ZN

T := Dg
(
X

t,x
T

)
,

and, for n = 1, . . . ,N ,

YN
tn−1

:= E
[
YN

tn

∣∣Xt,x
tn−1

] − ϕ
(
tn−1,X

t,x
tn−1

, YN
tn−1

,ZN
tn−1

,Γ N
tn−1

)
(tn − tn−1)

ZN
tn−1

:= 1

tn − tn−1

(
σ
(
X

t,x
tn−1

)′)−1
E

[
(Wtn − Wtn−1)Y

N
tn

∣∣Xt,x
tn−1

]
,
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and

Γ N
tn−1

:= 1

tn − tn−1
E

[
ZN

tn
(Wtn − Wtn−1)

′∣∣Xt,x
tn−1

]
σ
(
X

t,x
tn−1

)−1
.

We expect that(
YN

t ,ZN
t ,Γ N

t

) → (
v(t, x),Dv(t, x),D2v(t, x)

)
as N → ∞.

However, proof of the above assertion is not yet available.
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