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Abstract. We study the Ginzburg-Landau functional

Iε(u) :=
1

ln(1/ε)

∫
U

1
2
|∇u|2 +

1
4ε2

(1 − |u|2)2 dx ,

for u ∈ H1(U ; R2), whereU is a bounded, open subset ofR
2. We show that if a sequence

of functionsuε satisfiessup Iε(uε) < ∞, then their JacobiansJuε are precompact in
the dual ofC0,α

c for everyα ∈ (0, 1]. Moreover, any limiting measure is a sum of point
masses.Wealso characterize theΓ -limit I(·) of the functionalsIε(·), in terms of the function
spaceB2V introduced by the authors in [16,17]: we show thatI(u) is finite if and only
if u ∈ B2V (U ; S1), and foru ∈ B2V (U ; S1), I(u) is equal to the total variation of the
Jacobian measureJu. When the domainU has dimension greater than two, we prove if
Iε(uε) ≤ C then the JacobiansJuε are again precompact in

(
C0,α

c

)∗
for all α ∈ (0, 1], and

moreover we show that any limiting measure must be integer multiplicity rectifiable. We
also show that the total variation of the Jacobian measure is a lower bound for theΓ limit
of the Ginzburg-Landau functional.

Mathematics Subject Classification (2000):35J50, 35Q80

1 Introduction

The chief goal of this paper is to establish a connection between the Jacobian
and the Ginzburg-Landau energy of a sequence of functions. Our main result is
that, for a sequence of functionsuε : R

m ⊃ U → R
2, m ≥ 2, with uniformly

bounded Ginzburg-Landau energy, the JacobiansJuε are precompact in the dual
space

(
C0,α

)∗
for everyα ∈ (0, 1]. We also characterize all possible weak limits of

the Jacobians, and we prove aΓ -limit result for the Ginzburg-Landau functional:

Iε(uε) :=
1

ln(1/ε)

∫
U

1
2
|∇uε|2 +

1
4ε2

(1− |uε|2)2 dx ,
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whereε > 0 is a small parameter. This functional is related to theGinzburg-Landau
model for superconductivity and it also serves as a model problem in which the
singularities concentrate on sets of codimension two.

When the dimension of the domain is equal to two, the behavior of minimizers
with given boundary datag : ∂U → S1 is the subject of the book byBethuel, Brezis
and H́elein [6]. If deg(g; ∂U) = d then in the limit, the energy of minimizers
uε concentrates on|d| points, called vortices. The limiting vortex configuration
minimizes a renormalized energy that is explicitly given in [6]. Later alternate
proofs were given by Lin [21] and Struwe [32]. One important technical step in [6]
is a lower energy estimate in terms of the degree of the function around a given
zero. A local version of these estimates as proved by the first author in [15] are key
to our approach. Similar techniqueswere introduced independently in Sandier [27].
The asymptotic behavior of the minimizers in higher dimensions was first studied
by Rivière [25,26]. He established a connection between the asymptotic behavior
of the minimizer and the singular set of the limitingS1 valued function.

In this paper, we study theΓ -limit of Iε and related compactness properties.
The corresponding problem for scalar-valued functions, or more generally for po-
tentials with two or more equal minima, is completely understood due to work of
Modica and Mortola [23,24], Modica [22], Sternberg [31], Kohn and Sternberg
[20], Fonseca and Tartar [11], and Ambrosio [2]. In this setting, the singular set is
a co-dimension one rectifiable set and theΓ -limit is proportional to the perimeter
of this set. Since the definition of perimeter relies on the notion of aBV function,
the space ofBV functions plays a crucial role in the analysis of this problem.

Motivated by the analysis ofIε and the central role ofBV in the scalar case,
the authors introduced and studied a class of functions calledBnV in [16]; a short
summary is provided in [17]. A functionu ∈W 1,n−1(U ;Rn), for U ⊂ R

m,m ≥
n, is said to belong toBnV if the weak determinants of alln by n submatrices of
the gradient matrix∇u are signed Radon measures. For instance, ifU ⊂ R

2 and
u ∈W 1,1 ∩ L∞(U ;R2), set

j(u) := u×∇u = (u× ux1 , u× ux2)(1.1)

where forv = (v1, v2) andw = (w1, w2) we writev × w := v1w2 − v2w1. We
then define

Ju =
1
2
∇× j(u) =

1
2
((u× ux2)x1 − (u× ux1)x2) .(1.2)

A priori Ju is only a distribution; we say thatu ∈ B2V if it happens to be a
measure. ForU ⊂ R

m, m ≥ 3, the definition ofB2V (U ;R2) is similar and is
given in Sect. 5.

The classBnV is very closely related to theCartesian Currentsof Giaquinta,
Modica and Soucek [12,13]. This connection is discussed in detail in [16].

In [16] it is shown that ifu ∈ B2V (Rm;S1), then the Jacobian measuresJu is
supported on anm−2 dimensional rectifiable set. In particular, ifu ∈ B2V (U ;S1)
andU ⊂ R

2, then there are{ai} ⊂ U and integerski such that

Ju = π
∑
i

ki δai .(1.3)
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This is interpreted as encoding the location and degree of the topological singular-
ities onu. Let |Ju| be the total variation measure associated withJu, i.e.,

|Ju|(B) = π
∑
i

|ki| δai
(B) .(1.4)

Set

I(u) =
{ |J |(U) if u ∈ B2V (U ;S1)
∞ otherwise.

(1.5)

In Sect. 4, Theorem 4.1, we will prove that theΓ -limit of Iε in the topology of
W 1,1(U ;R2) is equal toI(u):

Theorem 4.1SupposeU ⊂ R
2. TheΓ limit of Iε in the topology ofW 1,1(U ;R2)

is equal toI, i.e., for every sequenceuε converging tou inW 1,1(U ;R2),

lim inf
ε→0

Iε(uε) ≥ I(u) ,

and for everyu ∈ B2V (U ;S1), there exist functionsuε converging tou in
W 1,1(U ;R2) satisfying

lim inf
ε→0

Iε(uε) = I(u) .

WhenU is higher dimensional, we prove that the Jacobian is a lower bound for
theΓ limit; see Theorem 5.2 below.

For the scalarΓ limit problem, the crucial observation is the following elemen-
tary inequality:

|∇h(u)| =
1√
2
|∇u||1− u2| ≤ εEε(u) :=

ε

2
|∇u|2 +

1
4ε

(1− |u|2)2 ,

whereh(u) := [u − u3/3]/
√
2. A kind of vector generalization for this step was

recently provided by Jin andKohn [14]. They consider the same functional as above
but foru = ∇ϕ for some scalar valued functionϕ. They obtain a lower bound for
the energy of the form

εEε(∇ϕ) + null Lagrangian≥ div Σ(∇ϕ),(1.6)

forasuitablechosen functionΣ. Thisestimatewas laterusedbyAmbrosio,DeLellis
and Mantegazza [4], and independently by DeSimone, Kohn, Müller and Otto [10]
to prove a compactness result again in the case whenu is a gradient, i.e., if

sup
ε

∫
U

εEε(∇ϕε) dx <∞ ,

then, the sequence{∇ϕε} is precompact in certainLp spaces. These results are
valid only in two dimensions.

Whenu is not a gradient the situation is completely different. The leading term
in the energy now comes from the divergence-free part ofu, and the natural scaling
is ∫

U

Eε(uε) dx ∼ ln
(
1
ε

)
(1.7)
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Under this assumption one cannot expect any compactness for{uε} in any Lp

space. For example, if we letuε(x, y) = eix
√

ln ε, then the sequence{uε}ε∈(0,1]
satisfies (1.7), but is precompact only in theL∞ weak-* ( and weaker) topologies,
and the weak limitu = 0 does not give much information about the behavior of
the sequence{uε}.

However, one expects that control over the energy should provide control over
the limiting number and degree of singular points, as recorded in the limiting
behavior of the JacobiansJuε. To explain the main idea, let us suppose thatuε ∈
C∞
c (u;R2) is a function that is non zero everywhere except at one pointa ∈ U

with uε(a) = 0. Then lower bounds of [15] or [28] imply that

Iε(uε) =
1

ln(1/ε)

∫
U

Eε(uε) dx ≥ |d| π + o(1) ,(1.8)

whered is the degree ofuε around the pointa.
Letφ be a nonnegative, smooth test function compactly supported inU . Using

the Definition (1.2) ofJu, integration by parts and the co-area formula∫
U

φ Juε dx =
1
2

∫
U

∇× φ · j(uε) dx

=
1
2

∫
U

∇× φ
|∇φ| · j(u

ε) |∇φ| dx

=
1
2

∫ ∞

0

∫
∂Ω(s)

j(uε) · t dH1 ds(1.9)

Here we are writingΩ(s) := {x ∈ U : φ(x) > s} andt := (∇× φ)/|∇φ|. Note
that if s is a regular value ofφ thent is an oriented unit tangent vector field along
∂Ω(s). Setvε := uε/|uε|. Thenj(vε) = j(uε)/|uε|2, and one can check that for
any Jordan curveΓ enclosinga,∫

Γ

j(vε) · t dH1 = 2π deg(uε;Γ ) = 2π d .

Thus ∫
U

φ Juε dx = π

∫ ∞

0
deg(uε; ∂Ω(s)) ds

+
1
2

∫ ∞

0

∫
∂Ω(s)

[j(uε)− j(vε)] · t dH1 ds

= π

∫ ∞

0
deg(uε; ∂Ω(s)) ds

+
∫ ∞

0

∫
∂Ω(s)

[ |uε|2 − 1
2|uε|2

]
j(uε) · t dH1 ds .

Here we used the fact(∇ × φ)/|∇φ| is equal to the unit tangent vectort of the
level set ofφ. Since by the Sard’s Theorem,∂Ω(t) is regular for almost everyt,
and since∂Ω(t) enclosesa if and only if φ(a) > t,

deg(uε; ∂Ω(t)) =
{
d if t ∈ (0, φ(a)) ,
0 if t > φ(a) .
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Hence, ∫
U

φ Juε dx = π d φ(a) +Bφ(uε) .

We will show that the error termBφ(uε) can be controlled by the energy. Also, as
seen in (1.8), the degreed is controlled byIε(uε). Hence, the Jacobian measure
Juε is formally controlled byIε(uε). This argument is made rigorous in Theorem
2.1; a sharper result along the same lines is given in Corollary 2.5. A key ingredient
in both is an improved version of the degree type lower bound (1.8), valid under
much weaker hypotheses aboutuε. The proof of this lower bound is deferred to the
final section.

The estimates described above, combined with rather soft arguments, easily
imply thatJuε is precompact in certain weak topologies, if the Ginzburg-Landau
energiesIε(uε) are uniformly bounded. With a little extra work we establish in
Sect. 3 the following result, which also characterizes all possible weak limits:

Theorem 3.1Suppose thatU ⊂ R
2, and letuε be a sequence of smooth functions

satisfying
KU := sup

ε∈(0,1]
Iε(uε) < ∞.

Then there exists a subsequenceεn converging to zero and a signed Radonmeasure
J such thatJuεn converges toJ in the dual normC0,α

c (U)∗ for everyα ∈ (0, 1].
Moreover, there are{ai}Ni=1 ⊂ U and integerski such that

J = π

N∑
i=1

ki δai , and |J |(U) = π
∑
i

|ki| ≤ KU .

Finally, if the Ginzburg-Landau energy measureµε converges weakly to a limitµ,
thenJ � µ, and dJ

dµ ≤ 1, µ almost everywhere.
The energy measureµε is defined in (1.11) below.
By a slicing argument, we use the two-dimensional compactness result and the

estimates fromTheorem 2.1 to extend the compactness result to higher dimensions.

Theorem 5.2 LetU ⊂ R
m, and suppose that{uε}ε∈(0,1] is a collection of smooth

functions such thatKU := supε∈(0,1] Iε(uε) <∞. Then there exists a subsequence
εn → 0 and a Radon measurēJ such that

(i): Juεn converges to a limit̄J in the(C0,α)∗ norm for everyα > 0;
(ii): J̄/π is (m− 2)-dimensional integer multiplicity rectifiable; and
(iii): If µ̄ is any weak limit of a subsequence of the Ginzburg-Landau energy mea-

sureµεn , then|J̄ | � µ̄, and d|J̄|
dµ̄ ≤ 1. In particular, |J̄ |(U) ≤ KU .

Notice that the last assertion is the lower bound part of theΓ limit result in
higher dimensions.

The definition of integer multiplicity rectifiable is given in Sect. 6. Informally,
(ii) asserts that one can think of̄J as being supported in a Lipschitz submanifold
of dimensionm− 2.

We close this introduction with a brief review of some related problems. The
basic estimates in this paper come from lower bounds of the type introduced in [15,
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27]. Similar lower bounds have played a central role in results about singular lim-
its of evolution equations associated with the Ginzburg-Landau functional. These
include the analysis by the authors [18] of dynamics of point vortices in Ginzburg-
Landau heat flow, and analogous work by Colliander and Jerrard [7] dealing with
theGinzburg-LandauSchrödinger equation. The latter work also explicitly exploits
the connection between the Ginzburg-Landau energy and the Jacobian, in a spirit
similar to some of the results in this paper. In higher dimensional evolutionary
problems, the energy and the Jacobian concentrates on sets with codimension two
and these sets flow by the mean curvature flow; see for instance [19].

The same kind of lower bounds have been a basic ingredient in a series of
papers by Sandier and Serfaty on the asymptotic behavior minimizers of the full
Ginzburg-Landau model for superconductivity, see for example [29] among other
works, and in recent work by Sandier [28] describing the limiting singular set of
minimizers of general Ginzburg-Landau type functional in higher dimensions.

An independent forthcomingpaperofAlberti, BaldoandOrlandi [1] alsostudies
the asymptotic behavior of the functionalIε.

The paper is organized as follows: In Sect. 2, we prove the Jacobian estimate
in terms of the normalized Ginzburg-Landau energy. Using these estimates, we
prove a compactness result in Sect. 3. Then, we prove theΓ -limit result in Sect. 4.
Compactness in higher dimensions is proved in Sect. 5. The final section contains
an appendix in which we establish some estimates used in Sect. 2.

Acknowledgement.After the completion of this manuscript we have learned that a sequence
of smooth functionsuε converging tou and also whose renormalized Ginzburg-Landau
energy converges to‖Ju‖ is constructed in the forthcoming paper of Alberti, Baldo and
Orlandi [1]. This completes the Gamma convergence result in dimensions greater than two.

Notation

Given a functionu ∈ H1(U ;R2) we define the energy density

Eε(u) :=
1
2
|∇u|2 +

1
4ε2

(1− |u|2)2(1.10)

and the energy measure

µεu(B) :=
1

ln(1/ε)

∫
B

Eε(u) dx.(1.11)

We will typically write µε instead ofµεu when no ambiguity can result.
The distributional JacobianJu for a functionu : R

2 ⊃ U → R
2 is defined in

(1.2). A definition valid when the domain has arbitrary dimensionm ≥ 2 is given
in (5.2).

We writeBr(x) to denote theclosedball {y ∈ R
m : |x − y| ≤ r}. We do

not explicitly display the dimensionm in our notation because it is normally clear
from the context.

If A ⊂ R, we typically use the notation|A| to denote the1-dimensional
Lebesgue measure ofA.
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2 Jacobian estimate

The chief result of this section is the following estimate of the Jacobian in terms
of the Ginzburg Landau energy. This estimate will be the main ingredient in the
compactness result. We give a more precise version of the estimate at the end of
the section.

Theorem 2.1. Supposeφ ∈ C0,1
c (U) andu ∈ H1(U ;R2). For anyλ ∈ (1, 2], and

ε ∈ (0, 1], ∣∣∣∣
∫
U

φ Ju dx

∣∣∣∣ ≤ πdλ‖φ‖∞ + ‖φ‖C0,1hε(φ, u, λ)(2.1)

where

dλ =
⌊
λ

π
µεu(spt(φ))

⌋
,(2.2)

�x� denotes the greatest integer less than or equal tox,

hε(φ, u, λ) ≤ Cεα(λ)(1 + µεu(spt(φ)))(1 + Leb2(spt(φ))) ,(2.3)

α(λ) = λ−1
12λ , andC is a constant independent ofu, φ, ε, λ andU .

Note thathε depends onφ only through the support ofφ, and onu only through
its (linear) dependence onµεu(spt(φ)).

It suffices to consider nonnegative test functions, since we can decompose an
arbitrary functionφ into its positive and negative parts. So we will assume that
φ ≥ 0.

By an approximation argument, we may also assume thatu is smooth.
Throughout this section we will use the notation

T = ‖φ‖∞ = max
U
φ(x).(2.4)

As discussed in the Introduction, the main idea behind the above estimate is the
following identity, which relies on the co-area formula, integration by parts, and
the identityJu = ∇× j(u)/2:

∫
U

φ Ju dx =
1
2

∫ T

0

∫
∂Ω(t)

j(u) · t dH1 dt ,(2.5)

where
Ω(t) = { x ∈ U | φ(x) > t } ,(2.6)

t = unit tangent to∂Ω(t) =
∇× φ
|∇ × φ| .

The proof shows that∫
∂Ω(t)

j(u) · t dH1 ≈ 2π deg(u; ∂Ω(t))

for most values oft. The other main point is then to prove that the set oft such that
deg(u; ∂Ω(t)) > dλ has Leb1 measure that can be controlled byµε(spt(φ)). This
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last point is similar in spirit to results established in [7,15,27] for example. The
details of the proof are given in Sect. 6.

Givenφ ∈ C0,1
c (U) we use the notation

Reg(φ) :=
{
t ∈ [0, T ] : ∂Ω(t) = φ−1(t), ∂Ω(t) is rectifiable,

H1(∂Ω(t))<∞}
.(2.7)

The coarea formula implies that Reg(φ) is a set of full measure. For everyt ∈
Reg(φ), ∂Ω(t) is a union of finite Jordan curvesΓi(t), i.e.,

∂Ω(t) = ∪i Γi(t) , ∀ t ∈ Reg(φ).

In particular this holds for almost everyt. For t ∈ Reg(φ) we define

Γ (t) = ∪
{
componentsΓi(t) of ∂Ω(t) | min

x∈Γi(t)
|u(x)| > 1/2

}
.(2.8)

We also defineγ(t) = ∂Ω(t) \ Γ (t),

γ(t) = ∪
{
componentsΓi(t) of ∂Ω(t) | min

x∈Γi(t)
|u(x)| ≤ 1/2

}
.(2.9)

When we want to indicate explicitly the dependence ofΓ (t) on φ andu, we
will write Γφ,u(t).

We start the proof of Theorem 2.1 with two simple estimates.

Lemma 2.2. For any setA,

∫
A

∣∣∣∣∣
∫
∂Ω(t)

j(u) · t dH1

∣∣∣∣∣ dt ≤
|A|
2

∫
spt(φ)

Eε(u) dx .(2.10)

For any nonnegative functionf ,
∫ T

0

∫
∂Ω(t)

f(x) dH1 dt ≤ ‖∇φ‖∞
∫
spt(φ)

f(x) dx .(2.11)

Proof. For anyt ∈ Reg(φ), Stokes’ Theorem yields∫
∂Ω(t)

j(u) · t dH1 =
1
2

∫
Ω(t)

Ju dx .

Since|Ju| ≤ 1
2 |∇u|2 ≤ Eε(u), (2.10) follows from the above identity.

For (2.11), we calculate by using the coarea formula,
∫ T

0

∫
∂Ω(t)

f dH1 dt =
∫
spt(φ)

f |∇φ| dx

≤ ‖∇φ‖∞
∫
spt(φ)

f dx.

✷
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By definition|u| falls below1/2 onγ(t) and sowe expect theGinzburg-Landau
energy to be large onγ(t). The following technical lemma proves this under the
assumption thatγ(t) is sufficiently large.

Lemma 2.3. Suppose that
H1(γ(t)) ≥ ε .

Then ∫
∂Ω(t)

Eε(u) dH1 ≥ 1
25ε

.

Proof. This is very similar to Lemma 2.3 in [15]. Fix a connected componentΓi(t)
of γ(t) and setρ := |u| and

γi :=
∫
Γi(t)

1
2
|∇ρ|2 dH1 .

By the Definition (2.9) ofγ(t) there is a pointxmin ∈ Γi(t) such thatρ(xmin) ≤
1/2. ParametrizeΓi(t) by arclength so that

Γi(t) = { x(s) | s ∈ [0, Gi]} , Gi := H1(Γi(t))

with xmin = x(0) = x(Gi). Then since|ẋ(s)| = 1,

ρ(x(s)) = ρ(x(0)) +
∫ s

0
∇ρ(x(r)) · ẋ(r) dr

≤ 1
2
+ s1/2

(∫ s

0
|∇ρ(x(r))|2dr

)1/2

≤ 1
2
+
√
γi s ≤ 3

4
,

provided thats ≤ σi := [Gi∧(1/16γi)]. Then, fors ∈ [0, σi], (1−ρ2(x(s)))2/4 ≥
1/25. Therefore,∫

Γi(t)
Eε(u) dH1 ≥ γi +

∫
Γi(t)

1
4ε2

(1− ρ2)2 dH1

≥ γi + σi
25 ε2

.

By calculus,

γi +
σi

25 ε2
= γi +

Gi ∧ (1/16γi)
25 ε2

≥ 1
25ε

[
Gi

ε
∧ 5

2

]
.

Thus ∫
Γi(t)

Eε(u) dH1 ≥ 1
25ε

[
Gi

ε
∧ 5

2

]
.

Since

H1(γ(t)) =
∑

{i|Γi(t) is a component ofγ(t)}
H1(Γi(t)) =

∑
i

Gi ≥ ε ,
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we can sum over componentsΓi(t) of γ(t) to conclude that∫
∂Ω(t)

Eε(u) dH1 ≥ 1
25ε

.

✷

We are now in a position to prove Theorem 2.1. In the proof we repeatedly
absorb logarithmic factors by using the fact that ifβ < α then

εα ln(1/ε) ≤ Cεβ

for someC = C(α, β) independent ofε ∈ (0, 1].

Proof of Theorem 2.1.
1. Recall that we are writingT = ‖φ‖∞. Fix λ ∈ (1, 2] and definedλ :=
�λπµε(spt(φ))�. We define setsA,B ⊂ [0, T ] by

B := {t ∈ Reg(φ) : |deg(u;Γ (t))| ≥ dλ + 1 orH1(γ(t)) ≥ ε},(2.12)

A = Reg(φ) \B.(2.13)

Because almost everyt belongs toA ∪B = Reg(φ), (2.5) implies that
∫
U

φ Ju dx =
1
2

∫
A

∫
Γ (t)

j(u) · t dH1 dt

+
1
2

∫
A

∫
γ(t)

j(u) · t dH1 dt+
1
2

∫
B

∫
∂Ω(t)

j(u) · t dH1 dt

= IA,Γ + IA,γ + IB .(2.14)

2. Estimate ofIA,Γ
Supposet ∈ A. OnΓ (t), |u| ≥ 1/2 by the Definition (2.8), and we setv := u/|u|,
so thatj(v) = j(u)/|u|2, and

∫
Γ (t)

j(v) · t dH1 = 2π deg(u;Γ (t)).

Then∫
Γ (t)

j(u) · t dH1 = 2π deg(u;Γ (t)) +
∫
Γ (t)

j(u)
|u|2 − 1
|u|2 · t dH1 .

Since|j(u)| ≤ |u| |∇u|, Cauchy’s inequality and (2.11) imply that
∫
A

∣∣∣∣∣
∫
Γ (t)

j(u) · t dH1 − 2πdeg(u;Γ (t))

∣∣∣∣∣ dt ≤
∫
A

∫
Γ (t)

|∇u|
∣∣∣∣ |u|

2 − 1
|u|

∣∣∣∣ dH1

≤ 4ε
∫
A

∫
Γ (t)

Eε(u) dH1

≤ 4ε ln(1/ε) ‖∇φ‖∞ µε(spt(φ)) .(2.15)
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ClearlyA ⊂ [0, T ] has measure less thanT = ‖φ‖∞. Also, by the definition ofA,
if t ∈ A andΓ (t) is nonempty, then|deg(u;Γ (t))| ≤ dλ. It follows that

|IA,Γ | ≤ π‖φ‖∞dλ + Cε1/2‖∇φ‖∞ µε(spt(φ)).(2.16)

3. Estimate ofIA,γ
Using Cauchy’s inequality and the elementary fact thatx ≤ 1

b (1− x)2 + (1 + b
4 )

for all x ∈ R andb > 0, we have

|j(u)| ≤ |u||∇u| ≤ a

2

(
|∇u|2 +

1
a2 |u|2

)

≤ a

2

(
|∇u|2 +

(1− |u|2)2
a2b

)
+

1
2a

(1 +
b

4
)

for everya, b > 0. We selecta = εα for α ∈ (0, 1) andb = ε2−2α to find

|j(u)| ≤ CεαEε(u) + Cε−α(2.17)

The Definition (2.13) ofA implies that|A| ≤ T = ‖φ‖∞ and thatH1(γ(t)) < ε
for everyt ∈ A, so we can takeα = 1/2 and use (2.11) to find

|IA,γ | ≤ C
∫
A

∫
γ(t)

√
εEε(u)dH1(x)dt + C

∫
A

∫
γ(t)

C√
ε
dH1(dx)dt

≤ Cε1/3µε(spt(φ))‖∇φ‖∞ + C
√
ε‖φ‖∞.

4. Estimate ofIB
To estimateIB we prove thatB has small measure. Toward this end we define

B1 := {t ∈ Reg(φ) : H1(γ(t)) ≥ ε}

B2 := {t ∈ Reg(φ) : Γ (t) is nonempty, and|deg(u;Γ (t))| ≥ dλ + 1}.(2.18)

The estimate ofB2 is deferred to Sect. 6, where we prove

Proposition 2.4. For everyλ ∈ (1, 2], ε ∈ (0, 1], smoothu : U → R
2, and

nonnegative test functionφ ∈ C0,1
c (U),

|B2| ≤ Cε1− 1
λ ‖∇φ‖∞(dλ + 1) ≤ Cε1− 1

λ ‖∇φ‖∞(1 + µε(spt(φ)).(2.19)

For the time being we assume this fact and use it to complete the proof of the
theorem.

The measure ofB1 is easily estimated: using (2.11) and Lemma 2.3,

1
25ε
|B1| ≤

∫
t∈B1

∫
∂Ω(t)

Eε(u)dH1dt

≤ ‖∇φ‖∞ ln(
1
ε
)µε(spt(φ)).(2.20)
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Clearly|B| ≤ |B1|+ |B2|, so by combining (2.20) and (2.19) we obtain
|B| ≤ Cελ−1

2λ ‖∇φ‖∞(1 + µε(spt(φ))).(2.21)

Finally, we use (2.10) to estimate

|IB | ≤ Cε
λ−1
3λ ‖∇φ‖∞(1 + µε(spt(φ)))µε(spt(φ)).(2.22)

5.The previous three steps imply that∣∣∣∣
∫
φJu dx

∣∣∣∣ ≤ dλ‖φ‖∞ + ‖φ‖C1hε0(φ, u, λ)

for

hε0(φ, u, λ) ≤ Cε4α(λ) (
1 + µε(spt(φ)) + (µε(spt(φ)))2

)
, α(λ) =

λ− 1
12λ

.

To complete the proof of the Theorem, note that by (2.10) and (2.17) (withα =
2α(λ)) ∣∣∣∣

∫
φJu dx

∣∣∣∣ ≤
∫ T

0

∫
∂Ω(t)

|j(u)|dH1dt

≤ C‖∇φ‖∞
∫
spt(φ)

ε2α(λ)Eε(u) + ε−2α(λ) dx

≤ C‖φ‖C1hε1(φ, u, λ),

for hε1 = εα(λ)µε(spt(φ)) + ε−2α(λ)Leb2(spt(φ)). We define hε(φ, u, λ)
:= min{hε0, hε1}, so that (2.1) clearly holds. It thus suffices to verify that (2.3)
holds, that is,

hε(φ, u, λ) = min{hε0, hε1} ≤ Cεα(λ)(1 + µε(spt(φ))(1 + Leb2(spt(φ)))

for some appropriately large constantC. This follows immediately from the defini-
tion ofhε0 if µ

ε(spt(φ)) ≤ ε−3α(λ), and if not, it follows directly from the definition
of hε1. ✷

Note that the result we have proved is in fact somewhat sharper than Theorem
2.1 as stated, in that it not only provides an upper bound for

∫
φJu, but in fact

gives an approximate value for the integral. The following corollary states a small
technical modification of this sharper estimate.

Corollary 2.5. Let U be a bounded, open subset ofR
2, and suppose thatφ ∈

C0,1
c (U) andu ∈ H1(U ;R2). Define Reg(φ), Γ (t) andγ(t) as in (2.7), (2.8) and

(2.9) respectively.
Then for anyλ ∈ (1, 2] andε ∈ (0, 1], there exists a setA = A(φ, u, λ, ε) ⊂

(0, ‖φ‖∞) such that

|A| ≥ ‖φ‖∞ − Cεα(λ)‖∇φ‖∞(1 + µε(spt(φ)));(2.23)

Γ (t) is nonempty, and|deg(u;Γ (t))| ≤ dλ ∀t ∈ A; and(2.24) ∣∣∣∣
∫
φJu − π

∫
t∈A

deg(u;Γ (t)) dt
∣∣∣∣ ≤ ‖φ‖C1hε(φ, u, λ),(2.25)

wherehε is defined in (2.3) anddλ is defined in (2.2).
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Proof. We cannot takeA to be the set defined in (2.13), as we have now imposed
the additional condition thatΓ (t) �= ∅ for t ∈ A. So we letÃ be the set formerly
known asA, defined in (2.13), and we define

A = {t ∈ Ã : Γ (t) is nonempty.}
Then (2.24) follows from the definition of̃A, and (2.25) follows from (2.15). We
claim moreover that̃A \ A has measure at mostε‖∇φ‖∞. In view of (2.21) and
(2.13), this will suffice to establish (2.23), and thus to complete the proof of the
Corollary.

To prove our claim, note first that for everyt ∈ Ã,H1(γ(t)) < ε. If t ∈ Ã \A,
thenΓ (t) is empty, and soH1(φ−1(t)) = H1(γ(t)) < ε for all t ∈ Ã \A. On the
other hand, letx0 ∈ U be a point such thatφ(x0) = ‖φ‖∞. If |y − x0| ≤ ε then
φ(y) ≥ ‖φ‖∞ − ε ‖∇φ‖∞. It follows thatBε(x0) ⊂ Ω(t) for all t < ‖φ‖∞ −
ε ‖∇φ‖∞. Thus the isoperimetric inequality implies thatH1(φ−1)(t) ≥ 2πε.

We conclude that ift ∈ Ã \ A, thent ≥ ‖φ‖∞ − ε‖∇φ‖∞, which proves the
claim. ✷

3 Compactness in two dimensions

In this section we consider a sequence of functionsuε ∈ H1(U ;R2), whereU
is a bounded open subset ofR

2 and the renormalized Ginzburg-Landau energy is
uniformly bounded:

KU := sup
ε∈(0,1]

µε(U) <∞ , µε := µεuε .(3.1)

As discussed in the Introduction we will show that under this assumption, the
Jacobian is compact in the dual norm(C0,β)∗ for everyβ ∈ (0, 1]. Compactness
in higher dimensions will be the subject of Sect. 5.

We introduce the Jacobian (signed) measure

Juε(E) :=
∫
E

det (∇uε) dx , E ⊂ U.

Sincedet (∇uε) = 1
2∇× j(uε) for j(uε) := uε ×∇uε,∫

R2
φ dJuε =

1
2

∫
R2
∇× φ(x) · j(uε)(x) dx , ∀φ ∈ C1

c (U),

where for a scalar functionφ, we write∇× φ := (φx2 ,−φx1).

Theorem 3.1. Let {uε} ⊂ H1(U ;R2) satisfy (3.1). Then there exists a subse-
quenceεn converging to zero and a signed Radon measureJ such thatJuεn con-
verges toJ in the dual norm

(
C0,β
c

)∗
for everyβ ∈ (0, 1]. Moreover, there are

{ai}Ni=1 ⊂ U and integerski such that

J = π
N∑
i=1

ki δai
, and |J |(U) = π

∑
i

|ki| ≤ KU .

Finally, if µε converges weakly to a limitµ, thenJ � µ, and dJ
dµ (x) ≤ 1 for µ

almost everyx.



164 R. L. Jerrard, H.M. Soner

We will first prove

Proposition 3.2. Assume (3.1). Then,Juε can be written in the form

Juε = Jε0 + Jε1

whereJε0 andJ
ε
1 are signed measures such that

‖Jε0‖(C0)∗ ≤ C, and ‖Jε1‖(C0,1
c )∗ ≤ Cεα(3.2)

for someα > 0 and a constantC depending only on the constantKU in (3.1).

Proof. 1. In light of the assumptionµε(U) ≤ K, Theorem 2.1 (withλ = 2 and
α = 1/24, for example) implies that∫

φJuε ≤ C‖φ‖∞ + Cεα‖∇φ‖∞ for all φ ∈ C0,1
c (U).(3.3)

We writeδ = εα, and we defineUδ = {x ∈ U : dist(x, ∂U) > δ}. Let

χδ =
{

1 if x ∈ U2δ
0 if not.

We defineJε0 := χδ(ηδ ∗ Juε), whereηδ is a standard mollifier with support
in Bδ(0). We then defineJε1 := Juε − Jε0.

Suppose thatφ is aC1 test function vanishing on∂U , and note that∫
φ Jε0dx =

∫
ηδ ∗ (χδφ)Juεdx.

Wewriteφδ := ηδ ∗ (χδφ). It is clear thatφδ is compactly supported inU , and one
easily checks that

‖φδ‖∞ ≤ ‖χδφ‖∞ ≤ ‖φ‖∞, ‖∇φδ‖∞ ≤ C

δ
‖χδφ‖∞ ≤ C

δ
‖φ‖∞.

Sinceδ = εα, (3.3) implies that∫
φ Jε0dx ≤ C‖φ‖∞.

2.We now estimateJε1. Givenφ ∈ C1
0 (U), write

φ1 := min{φ, 2δ‖∇φ‖∞}, φ2 := φ− φ1.

It is clear thatφ ≤ 2δ‖∇φ‖∞ in U \ U2δ, soφ2 is supported inU2δ.
From the definitions,∫

φ1J
ε
1 dx =

∫
(φ1 − ηδ ∗ (χδφ1))Juε dx.

It is clear that

‖φ1‖∞ ≤ 2δ‖∇φ‖∞, ‖∇φ1‖∞ ≤ ‖∇φ‖∞.
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Similarly, ηδ ∗ (χδφ1) satisfies

‖ηδ ∗ (χδφ1)‖∞ ≤ 2δ‖∇φ‖∞, ‖∇ηδ ∗ (χδφ1)‖∞ ≤ C

δ
‖φ1‖∞ ≤ C‖∇φ‖∞.

So (3.3) implies that∫
φ1J

ε
1 dx ≤ Cδ‖∇φ‖∞ = Cεα‖∇φ‖∞.

Finally, sinceφ2 is supported inU2δ,∫
φ2J

ε
1 dx =

∫
(φ2 − ηδ ∗ (χδφ2))Juε dx =

∫
(φ2 − ηδ ∗ φ2)Juε dx.

It is easy to check that

‖φ2 − ηδ ∗ φ2‖∞ ≤ Cδ‖∇φ‖∞, ‖∇(φ2 − ηδ ∗ φ2)‖∞ ≤ C‖∇φ‖∞.

So we again use (3.3) to conclude∫
φ2J

ε
1 dx ≤ Cδ‖∇φ‖∞ = Cεα‖∇φ‖∞.

✷

Once we have the above decomposition, the compactness of the sequenceJuε

follows from soft arguments.

Lemma 3.3. If ν is a Radon measure onU , then

‖ν‖(C0,α
c )∗ ≤ C‖ν‖α(C0,1

c )∗‖ν‖1−α
(C0

c )∗ .(3.4)

Proof. SinceU is bounded and we are considering compactly supported functions,
the Hölder seminorm is in fact a norm and is topologically equivalent to the usual
C0,α norm. So for this lemma we set

‖φ‖C0,α
c (U) := [u]C0,α = sup

x
=y

|φ(x)− φ(y)|
|x− y|α , α ∈ (0, 1].

Fix φ ∈ C0,α
c , and letφ̃ε = ηε ∗ φ, whereηε is a smoothing kernel andε will be

chosen later. Then one easily checks that

‖φ̃ε‖C0,1 ≤ Cεα−1‖φ‖C0,α :=Mε, ‖φ− φ̃ε‖C0 ≤ Cεα‖φ‖C0,α(3.5)

In particular,|φ̃ε| ≤ Cεα‖φ‖C0,α on∂U .
We next modifyφ̃ε so that it vanishes on∂U while continuing to satisfy the

above estimates. Let

u(x) = sup
y∈∂U

(
φ̃ε(y)−Mε|x− y|

)+
, v(x) = sup

y∈∂U

(
φ̃ε(y) +Mε|x− y|

)−
.

Then one easily checks thatφ̃ε = u − v on ∂U . Moreover, if we defineφε :=
φ̃ε − u+ v, thenφε satisfies the estimates in (3.5) and also vanishes on∂U .
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So ∫
φdν =

∫
φε dµ+

∫
(φ− φε) dν

≤ ‖φε‖C0,1‖ν‖(C0,1
c )∗ + ‖φ− φε‖C0‖ν‖(C0)∗

≤ C‖φ‖C0,α

(
εα−1‖ν‖(C0,1

c )∗ + εα‖ν‖(C0)∗

)
.

Takingε = ‖ν‖(C0,1
c )∗/‖ν‖(C0)∗ gives the conclusion of the lemma.✷

Lemma 3.4. If α > 0, then(C0)∗ ⊂⊂ (C0,α)∗.

Proof. The Arzela-Ascoli Theorem implies that any sequence that is bounded on
C0,α is precompact inC0. The lemma follows by duality.

More concretely: given a sequence of measures bounded in(C0)∗, we can
extract a subsequence, sayµn that converges to a limitµ in the weak-* topology.
Wemust show that this sequence converges in norm in(C0,α)∗. If not, then we can
find a sequence of functionsψn with ‖ψn‖C0,α ≤ 1 such that∫

ψnd(µn − µ) ≥ c0 > 0(3.6)

for all n. However, the Arzela-Ascoli theorem implies that, upon passing to a
subsequence,ψn converges to some limitψ uniformly, whence (3.6) is impossible.

✷

We now prove

Theorem 3.5. Assume (3.1). ThenJuε is strongly precompact in(C0,β)∗ for all
β > 0.

Proof. By Proposition 3.2 we can writeJuε = Jε0 + Jε1, where the two measures
on the right-hand side satisfy (3.2).

Fix anyβ ∈ (0, 1]. Lemma 3.4 implies that{Jε0} is precompact in(C0,β)∗ ⊂
(C0,β

c )∗.
Also, it is clear from the definitions that

‖Jε1‖(C0)∗ ≤ ‖Juε‖L1 + ‖Jε0‖(C0)∗ ≤ C‖∇uε‖2L2 + C ≤ K ln(
1
ε
).

So together with (3.2) and the interpolation inequality (3.4) this implies that
‖Jε1‖(C0,β

c )∗ → 0 asε→ 0.✷

Remark 3.6.Theabove result is sharp in the sense thatJuε neednot beprecompact,
or evenweaklyprecompact, in(C0)∗. Tosee this, consider thesequenceof functions

uε(x, y) = (1, 0) + ε2(ln(
1
ε
))1/2(cos(

x

ε2
), sin(

y

ε2
))

on the open unit diskD in the plane. One easily verifies thatµε(D) ≤ C, and
that‖Juε‖(C0)∗ = ‖Juε‖L1 ≥ c−1 ln(1

ε ). In particular, since‖Juε‖(C0)∗ is un-
bounded, the Uniform Boundedness Principle implies that the sequence cannot
converge weakly in(C0)∗.
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Remark 3.7.Supposeνε is any sequence of measures on a bounded open setU ⊂
R
m, and that

|νε|(U) ≤ K ln(
1
ε
),

∫
φdνε ≤ C‖φ‖∞ + Cεα‖∇φ‖∞

for someα > 0. The arguments given above then show, with essentially no change,
that{νε} is precompact in(C0,β)∗ for all β ∈ (0, 1].

We are now in a position to give the

Proof of Theorem 3.1.Suppose{uε}ε∈(0,1] ⊂ H1(U ;R2) is a sequence satisfying
(3.1). By an approximation argument, wemayassume that in fact eachuε is smooth.
In view of Theorem 3.5, we can find a measureJ and a subsequenceεn such that
Juεn → J in (C0,β

c )∗ for everyβ ∈ (0, 1].
1. Sinceµεn is a sequence of uniformly bounded, nonnegative Radon measures,
we may assume upon passing to a further subsequence (still labeledεn) that there
is a Radon measureµ such that

µn := µεn
∗
⇀ µ ,

in the weak∗ topology of Radon measures inU . Forx ∈ U , set

Θ(x) := lim
r↓0

µ (Br(x) ∩ U) .

We first claim thatJ is supported only on the points withΘ(x) ≥ π.
Indeed, suppose thatΘ(x0) < π at somex0 ∈ U . Then there exists some

r0 > 0 and a numberα < π such that

µn(Br0(x0)) ≤ α < π

forall sufficiently largen. ThenTheorem2.1withλ = (α+ π)/α > 1 immediately
implies that ∫

φ dJ(x) = lim
n→∞

∫
φ Juεndx = 0

forall smoothφwithsupport inBr0(x0), sincedλ = 0 for suchφ. Thusx0 �∈ spt(J).
Sinceµ is bounded onU , there are finitely many points{ai}i ⊂ U such that

Θ(ai) ≥ π .

Therefore there are constantsci such that the limit measureJ satisfies

J = π
∑
i

ci δai .

We need to prove thatci’s are integers and thatπ|ci| ≤ Θ(ai) for all i; this will
immediately imply all the remaining conclusions of Theorem 3.1.
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2.Chooser1 ≤ 1 so thatBr1(a1) does not intersect{ai}i>1 ∪ ∂U . We may also
assume, takingr1 smaller if necessary, that there exists someλ > 1 and an integer
N0 such that

dλ := �λ
π
µn(Br1(a1))� ≤ 1

π
Θ(a1) ∀n ≥ N0.(3.7)

We first apply Corollary 2.5 to the functionφ(x) := (r1 − |x − a1|)+, which
is supported inBr1(a1). LetAn = A(φ, uεn , λ, εn) be the set whose existence is
asserted in Corollary 2.5. Note that ift ∈ An, thenΓφ,uεn (t) is nonempty, which
is to say that there is a component ofφ−1(t) on whichmin |u| ≥ 1/2. However,
φ−1(t) = ∂Br1−t(a1) is connected, so in factΓφ,uεn (t) = ∂Br1−t(a1) for all
t ∈ An. So for everyt ∈ An andn ≥ N0, Corollary 2.5 and the choice ofλ imply
that

min
x∈∂Br1−t(a1)

|uεn | ≥ 1
2
, |deg(uεn ; ∂Br1−t(a1))| ≤ dλ ≤ 1

π
Θ(a1).

It follows that for all suchn there is an integerd(n)dλ such that the set

Sd(n)
n := {r ∈ [0, r1] : min

∂Br(ai)
|uεn | > 1

2
, deg(uεn ; ∂Br) = d(n)}

has measure at leastk0 := r1
3dλ

. Note also thatSd(n)
n is open, sinceuεn is by

assumption continuous (indeed, smooth). We can therefore find an open setΣn ⊂
S
d(n)
n such that|Σn| = k0.

3.We now define new test functionsψn as follows. First let

fn(r) = |[r, r1] ∩Σn|
We then defineψn(x) = fn(|x− a1|). One can then check thatt is a regular value
of ψn if and only if

(ψn)−1(t) = ∂Br(a1) for somer ∈ Σn.

In particular, deg(u; (ψn)−1(t)) = d(n) for a.e.0 < t < ‖ψn‖∞ = k0.
One can then easily check, using Corollary 2.5, that∫

ψnJuεndx = πd(n)k0 +O(εα).

On the other hand, since the functionsψn are uniformly bounded inC0,1
c and since

Juεn → J = π
∑
ciδai in C

0,1
c (U)∗

0 = lim
n

∣∣∣∣
∫
ψnJuεndx− πc1ψn(a1)

∣∣∣∣ = lim
n

∣∣∣∣
∫
ψnJuεndx− πc1k0

∣∣∣∣ .
Comparing the last two equations, we find thatd(n) = c1 for all sufficiently large
n. In particular,c1 is an integer and|c1| ≤ dλ ≤ 1

πΘ(a1), which is what we needed
to show. ✷
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4 Gamma limit

LetU be an open bounded subset ofR
2 with a smooth boundary.

Recall that in the Introductionwe have defined the function spaceB2V . Results
in [16] discussed in the Introduction show that ifu ∈ B2V (U ;S1), then the
Jacobian measureJu has the form

Ju = π
∑
j

kj δaj
,(4.1)

for finite collections of points{aj} ⊂ U and integerskj .
In this section we study theΓ limit of the functionals

Iε(u) :=
1

ln(1/ε)

∫
U

1
2
|∇u|2 +

1
4ε2

(1− |u|2)2 dx ,

asε tends to zero and show that the limiting functional is

I(u) :=



|Ju|(U) = π

∑
i |ki| , if u ∈ B2V (U ;S1) ,

+∞ , if u �∈ B2V (U ;S1) .

We refer the reader to the book of Dal Maso [8] for more information onΓ limits.

Theorem 4.1. TheΓ limit of Iε in the topology ofW 1,1(U ;R2) is equal toI, i.e.,
for every sequenceuε converging tou inW 1,1(U ;R2),

lim inf
ε→0

Iε(uε) ≥ I(u) ,(4.2)

and for everyu ∈ B2V (U ;S1), there exist functionsuε converging tou in
W 1,1(U ;R2) satisfying

lim inf
ε→0

Iε(uε) = I(u) .(4.3)

In the next section, we will prove (4.2) in higher dimensions. We believe that
(4.3) holds in higher dimensions as well.

Proof. We start with the proof of (4.2). Suppose thatuε converges tou in
W 1,1(U ;R2). We assume that

lim inf
ε

Iε(uε) <∞ ,

as there would be nothing to prove otherwise.

1. By the Compactness Theorem 3.1, there exists a subsequenceεn converging
to zero such that the Jacobian measureJuεn converges to a Radon measureJ in
(C0,β

c )∗ for all β > 0. We claim thatJ = Ju. In particular this will show that
u ∈ B2V (U ;S1).

To simplify the notation, setun := uεn .
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2.We directly estimate that∣∣∣∣j(un)− j(un)
|un|2 ∧ 1

∣∣∣∣ ≤ |un||∇un|
∣∣∣∣ |un|

2 ∧ 1− 1
|un|2 ∧ 1

∣∣∣∣
= |∇un| |1− |un|

2|
|un| χ|un|≥1

≤ εn
[
1
2
|∇un|2 +

1
2ε2n

(1− |un|2)2
]
.

Hence,

lim
n→∞

∫
U

∣∣∣∣j(un)− j(un)
|un|2 ∧ 1

∣∣∣∣ dx = 0 .

3.Setvn := un/(|un|2 ∧ 1) so that

1
|un|2 ∧ 1

j(un)− j(u) = vn ×∇un − u×∇u
= vn × (∇un −∇u) + (vn − u)×∇u .

Hence ∣∣∣∣ 1
|un|2 ∧ 1

j(un)− j(u)
∣∣∣∣ ≤ |vn||∇un −∇u|+ |vn − u||∇u|
≤ |∇un −∇u|+ |vn − u||∇u| .

Sinceun converges tou inW 1,1(U ;R2), there exists a subsequence, denoted byn
again, so thatun converges toualmosteverywhere.Hence|vn−u||∇u|converges to
zero almost everywhere and also it is less than2|∇u|. Sowemay use the dominated
convergence theorem to conclude that

lim
n→∞

∫
U

∣∣∣∣ 1
|un|2 ∧ 1

j(un)− j(u)
∣∣∣∣ dx = 0 .

4.Steps 2 and 3 imply that on a subsequencej(un) converges toj(u) inL1. Hence,
Juεn converges toJu in the sense of distributions. This implies thatJ = Ju. Since
by Theorem 3.1,J is a Radon measure, so isJu and thereforeu ∈ B2V (U ;R2).
It is also clear that|u| = 1 almost everywhere. Hence,u ∈ B2V (U ;S1).

5.The Jacobian estimate (2.1) implies that∣∣∣∣
∫
U

φ Ju(dx)
∣∣∣∣ = lim

n→∞

∣∣∣∣
∫
U

φ Jun(dx)
∣∣∣∣

≤ λ‖φ‖∞ lim inf
n→∞ Iεn(un) ,

for everyλ > 1. Hence,

lim inf
n→∞ Iεn(un) ≥ sup {

∣∣∣∣
∫
U

φ Ju(dx)
∣∣∣∣ : ‖φ‖∞ ≤ 1 }

= |Ju|(U)
= I(u) .
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This proves (4.2).

6. We continue by proving theΓ -limit upper bound (4.3). Fixu ∈ B2V (U ;S1).
As remarked above, it is shown in [16] thatJu must have the form

Ju = π
∑
j

kj δaj ,

It suffices to show that, given any sufficiently smallδ > 0, there exists a sequence
of functions{vε} ⊂ H1(U ;R2) such that

Iε(vε)→ π
∑

|kj |, lim sup
ε

‖vε − u‖W 1,1(U) ≤ Cδ.

To do this, fix some smallδ > 0. Let r0 > 0 be a number such that the balls
{B2r(aj)} are pairwise disjoint and do not intersect∂U , wheneverr ≤ r0, and
select somer > 0 such that

∑
j

∫
B2r(aj)

|∇u| dx ≤ δ, r ≤ min{r0, δ}.(4.4)

For anys > 0, letUs denoteU \ ∪jBs(aj). Demengel [9] proves that ifV is
an open subset ofR2, then smooth functions taking values inS1 are dense in the
subspace{w ∈ W 1,1(V ;S1) : Jw = 0}. SinceJu = 0 onUr, this implies that
there exists a functionv ∈ C∞(Ur, S1) such that

‖u− v‖W 1,1(Ur) ≤ δ.(4.5)

Demengel’s proof in fact shows that we may also assume that

‖j(u)− j(v)‖L1(Ur) ≤ δ.(4.6)

7.Clearly (4.4) and (4.5) imply that

∑
j

∫ 2r

r

∫
∂Bs(aj)

|∇v(x)| dH1(x)ds =
∑
j

∫
B2r\Br(aj)

|∇v| dx ≤ 2δ.

So for eachj we can find some numberrj ∈ [r, 2r] such that∫
∂Brj

(aj)
|∇v(x)| dH1(x) ≤ 2δ

r
(4.7)

We also claim that

deg(v; ∂Brj
(aj)) = kj(4.8)

if δ is sufficiently small. Indeed, sincev is smooth andS1-valued it is clear that
s �→ deg(v; ∂Bs(aj)) is constant fors ∈ [r, 2r0], so we only need to verify that
this constant must equalkj . To do this, note that ifφ is any function of the form
φ(x) = φ̄(|x−aj |) that is constant onBr(aj) and has its support inB2r0(aj), then

1
2

∫
∇× φ · j(v) dx =

1
2

∫ ∞

0
deg(v;φ−1(s)) ds = πφ(aj)deg(v; ∂Brj (aj))
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and
1
2

∫
∇× φ · j(u) dx =

∫
φ dJu = πφ(aj)kj .

If δ is small enough, (4.8) follows from these two identities and (4.6), since∇× φ
is supported inUr.

8. We claim that for eachj there exists smooth functionsvεj , defined inBrj
(aj)

such thatvεj(x) = v(x) for x ∈ ∂Brj (aj),∫
Brj

(aj)
|∇vεj |dx ≤ Cδ, and lim

ε→0

1
| ln ε|

∫
Brj

(aj)
Eε(vεj)dx = π|kj |.(4.9)

To see this, fix somej. We may assume without loss of generality thataj = 0,
and due to (4.8) we can write

v(x) = exp[i(kjθ + αj + ψ(x))] for x ∈ ∂Brj

whereαj is a constant,ψ is a smooth, single-valued function on∂Brj
, andθ as

usual satisfiesx|x| = (cos θ, sin θ). We are identifyingR2 ∼= C in the usual way.

We extendψ to be homogeneous of degree zero onR
2 \ {0}, and we define

vεj(x) = exp[i(kjθ + αj +
2|x| − rj
rj

ψ(x))] if
1
2
rj ≤ |x| ≤ rj .

For |x| ≤ 1
2rj we definev

ε
j(x) to be a minimizer of∫

Brj/2

Eε(w) dx

subject to the boundary conditionsw = exp[i(kjθ + αj)] on∂Brj/2.
Sincevεj restricted to the annulusBrj \Brj/2 is just a fixed smooth function of

unit modulus, independent ofε, it is clear that

lim
ε

1
| ln ε|

∫
Brj

\Brj/2

Eε(vεj) dx = lim
ε

1
| ln ε|

∫
Brj

\Brj/2

1
2
|∇vεj |2 dx = 0.

Also, using (4.7) one can check that
∫
Brj

\Brj/2(aj)
|∇vεj |dx ≤ Cδ.

Finally, the book of Bethuel, Brezis, and Hélein gives a detailed description of the
asymptotics of Ginzburg-Landau energy-minimizers, and their results imply that

lim
ε

1
| ln ε|

∫
Brj/2

Eε(vεj) dx = π|kj |, lim sup
ε

∫
Brj/2

|∇vεj | dx ≤ Crj ≤ Cδ.

Putting these facts together we find that the sequence{vεj} has the properties spec-
ified in (4.9).
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9. Finally we define

vε(x) =
{
v(x) if x ∈ U \ (∪jBrj (aj)

)
vεj(x) if x ∈ Brj (aj)

Sincev is a fixed smooth function and|v| ≡ 1, 1
| ln ε|E

ε(v) = 1
| ln ε| |∇v|2 tends to

zero uniformly asε→ 0. Thus it is clear from (4.9) that

lim
ε→0

1
| ln ε|

∫
U

Eε(vε)dx =
∑
j

lim
ε→0

1
| ln ε|

∫
Brj

(aj)
Eε(vεj)dx = π

∑
j

|kj |.

Also,

‖u− vε‖W 1,1(U) ≤ ‖u− v‖W 1,1(Ur)

+
∑
j

(
‖u‖W 1,1(Brj

(aj)) + ‖vεj‖W 1,1(Brj
(aj))

)
≤ Cδ

by (4.4), (4.5), and (4.9). So the sequence{vε} has all the required properties.✷

5 Compactness in higher dimensions

Now supposeU is a bounded, open subset ofR
m withm ≥ 3.

In this section we will show that if{uε}ε∈(0,1] ⊂ H1(U ;R2) is a sequence
of functions such that the normalized Ginzburg-Landau energy measureµε(U)
is uniformly bounded, then the JacobiansJuε are precompact in(C0,β)∗ for all
β > 0, and any limit is rectifiable. In addition, we prove that

|J̄ |(U) ≤ lim inf µε(U).

This is not a fullΓ -convergence result, but it shows that the mass of the Jacobian
is a reasonable candidate for theΓ -limit. We also believe that the compactness
result and the upper bound for the Jacobian (ie, lower bound for the energy) are
interesting and will be useful in other contexts.

We start by defining some of the terms used above.We remark that good general
references for this material include Giaquintaet. al [12] and Simon [30].

Foru : R
m ⊂ U → R

2 withm ≥ 2 we view the Jacobian as a measure taking
values in the exterior algebraΛ2

R
m. For everyn (and in particular forn = 2) we

endowΛnR
m with the natural inner product structure, which we denote(·, ·), and

for a multivectorv ∈ ΛnR
m we write |v| = (v, v)1/2. If u ∈ W 1,1(U ;R2) we

define

j(u) =
m∑
i=1

u× uxi
dxi ,(5.1)

and if j(u) ∈ L1
loc, we define

Ju =
1
2
d j(u) in the sense of distributions(5.2)
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whered is the exterior derivative. Thus ifu ∈ H1
loc, then

Ju =
∑
i<j

J iju dxi ∧ dxj =
1
2

∑
i,j

J iju dxi ∧ dxj ,

whereJ iju = −Jjiu = uxi
× uxj

= det(uxi
, uxj

). For sufficiently differen-
tiableu : R

m → R
n one can define in a similar wayJu as a measure taking values

in ΛnR
m. We omit the most general definition as we will not need it here.

A setM ⊂ R
m is said to be ak-dimensional rectifiable set if there are Lipschitz

functionsfj : R
k → R

m and measurable subsetsAj of R
k such that

M =M0 ∪
(∪∞

j=1fj(Aj)
)
, Hk(M0) = 0.

Thus, in a precise measure theoretic sense, ak-dimensional rectifiable set is not
much worse than ak-dimensional Lipschitz submanifold. Rectifiable sets can also
be characterized by the fact that they havek-dimensional approximate tangent
spacesHk almost everywhere; see [30] or [12].

Suppose thatM is an oriented, rectifiable(m− n)-dimensional subset ofRm,
and forHm−n almost everyx ∈ M , let ν(x) ∈ ΛnR

m be the unitn-vector
representing the appropriately oriented normal space toM . (It is more convenient
for our purposes to work with normal spaces rather than tangent spaces.) Suppose
also thatθ : M → N is aHm−n-integrable function. One can define a measureJ
taking values inΛnR

m by
∫
φ(x)J(dx) =

∫
M

φ(x) · ν(x)θ(x)Hm−n(dx) ∀φ ∈ C0(Rm;ΛnR
m).(5.3)

We say that a measureJ taking values inΛnR
m is (m − n)-dimensional integer

multiplicity rectifiable (or more briefly, integer multiplicity rectifiable) if it has the
form (5.3) for some rectifiable setM and an integer-valued functionθ as above.

The class of functions for whichJu is a measure is denotedBnV (U,Rn)
and was defined and studied in [16]. In particular we prove there that ifu ∈
BnV (Rm, Sn−1) then 1

ωn
Ju is integer multiplicity rectifiable, whereωn is the

volume of the unit ball inRn. This is deduced as a consequence of a more general
rectifiability criterion which we recall here, as we will need it later.

LetJ be ameasure on a subsetU ⊂ R
m taking values inΛnR

m, wheren ≤ m.
We can writeJ in the formJ = ν|J |, where|J | is a nonnegative Radon measure,
andν is a |J |-measurable function taking values inΛnR

m such that|ν(x)| = 1 at
|J |-a.e.x ∈ U .

Suppose thate1, ..., em is an orthonormal basis forRm. Given any pointx ∈
R
m, wewriteyi = x·ei if i = 1, ...,m−n; andzi = x·em−n+i if i ∈ 1, . . . , n.We

write R
m−n
y to denote the span of{ei}m−n

i=1 . Similarly,Rn
z = span{ei}mi=m−n+1.

Thus we identify pointsx ∈ R
m with corresponding(y, z) ∈ R

m−n
y × R

n
z . Let

dz := dz1 ∧ . . . ∧ dzn, and letJz denote the scalar signed measure defined by
Jz := (dz, ν)|J |.

We say thatJz is locally represented by slicesJy(dz) if, given any open set
O ⊂ U of the formO = Oy × Oz, with Oy ⊂ R

m−n
y andOz ⊂ R

n
z , there exist
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signed Radon measuresJy(dz) onOz for a.e.y ∈ Oy, such that∫
φJz =

∫
Oy

∫
Oz

φ(y, z)Jy(dz) dy(5.4)

for all continuousφ with compact support inO.
We say that a statement holds fora.e. Jy(dz) if, for every open setO as above,

it is valid for a.e.y ∈ Oy.
In [16] we prove the following

Theorem 5.1. Suppose thatJ is a Radon measure onU ⊂ R
m taking values in

ΛnR
m, and also thatdJ = 0 in the sense of distributions. Suppose also that for

every choice on an orthonormal basis{ei}mi=1 (determining a decomposition of
R
m intoR

m−n
y ×R

n
z ) J

z is represented locally by slices, and that fora.e. y ∈ Oy
these slices have the form

Jy(dz) =
K∑
i=1

diδai(dz)

for an integersK anddi, and pointsai ∈ Oz.
ThenJ is rectifiable.

A much more general version of this result was later established by Ambrosio
andKirchheim [3].Asimilar theorem insomewhatdifferent andverygeneral setting
was proved independently (and slightly earlier) by White [33].

We will need Theorem 5.1 to prove

Theorem 5.2. LetU ⊂ R
m, and suppose that{uε}ε∈(0,1] is a collection of func-

tions inW 1,2(U ;R2) such thatµε(U) ≤ KU < ∞ for all ε. Then there exists a
subsequenceεn → 0 such that

(i): Juεn converges to a limit̄J in the(C0,α)∗ norm for everyα > 0;
(ii): For any choice of basis{ei} for R

m (determining a decomposition ofR
m

into R
m−2
y × R

2
z), J̄

z is represented locally by slices̄Jy(dz), and for a.e.y
these slices have the form̄Jy(dz) = π

∑K
i=1 diδai

, with di ∈ Z for all i.
(iii): dJ̄ = 0 in the sense of distributions, and1π J̄ is integermultiplicity rectifiable;
(iv): Finally, if µ̄ is any weak limit of a subsequence ofµεn , then|J̄ | � µ̄, and

d|J̄|
dµ̄ ≤ 1. In particular, |J̄ |(U) ≤ KU .

Remark 5.3.For anyJ̄ as above,(iii) and the definition of rectifiability imply that
a lower density bound:

lim inf
r→0

|J̄ |(Br(x))
Hm−2(Br(x))

≥ π

for |J̄ | almost everyx. Also, if µ̄ is as in(iv), then clearly them− 2-dimensional
density ofµ is greater thanm− 2-dimensional density of̄J . In particular,

lim inf
r→0

µ̄(Br(x))
Hm−2(Br(x))

≥ π

for |J̄ | almost everyx.
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The basic idea of the proof is to decompose a component ofJuε, for example
Jm−1,muε, into two-dimensional slices, sayJεy(dz), and touse the two-dimensional
estimates on each slice. Arguing in this fashion, it is quite easy to obtain uniform
estimates forJm,m−1uε in certain weak spaces, and these imply(i) by results of
Sect. 3.

To prove(ii), it is convenient to view the slicedmeasuresJεy(dz) as constituting
a functionmappingRm−2

y intoC1
c (R

2
z)

∗; the latter is a space that containsmeasures
onR

2
z and isendowedwitha ratherweak topology.Claim(i)canbeseenasassertion

that the functiony �→ Jεy(dz) is precompact in some weak sense. What one would
like to do is to show that in facty �→ Jεy(dz) is precompact in some stronger
sense, for example inL1(Rm−2

y ; (C1
c (R

2
z)

∗), so that one can extract a subsequence
that converges to some limiting functiony �→ J̄y(dz) in L1. In particular, after
passing to a further subsequence we could then assume thatJεn

y (dz)→ J̄y(dz) for
almost everyy. In addition, by our two-dimensional results, for almost everyy, one
can find a subsequenceεnm → 0 (in general depending ony) such thatJεnm

y (dz)
converges to some limit that has the form sought in(ii). By combining these results
one can hope to show that in fact1

π J̄y(dz) is a sum of point masses with integer
multiplicities.

The key point is then to establish some sort of strong compactness of the se-
quence of functionsy �→ Jεy(dz) asε→ 0. We do this using the observation from
[16,17] that the total variation ofy �→ Jεy(dz) in the(C

0,1
c )∗ norm can be estimated

by controlling “orthogonal” components ofJuε, which is already done in the proof
of (i). Using this one can argue that the functionsy �→ Jεy(dz) have uniformly
bounded variation in(C0,1

c )∗, modulo terms that vanish in still weaker norms, and
this gives the necessary strong convergence. (The terms involving weaker norms
force us to work with test functions that areC2 instead ofC1 in much of the proof.)

The remaining points follow quite directly from(ii) and the rectifiability cri-
terion of Theorem 5.1, and from the two-dimensional results.

Proof.
1.To prove compactness, it suffices to show that any componentJ ijuε is precom-
pact. Without loss of generality we considerJm−1,muε. We writex ∼= (y, z) ∈
R
m−2 × R

2, so thatyi = xi for i ≤ m − 2, andzi = xm−2+i for i = 1, 2. We
also writeJz,ε as a shorthand forJm−1,muε. Note thatJz,ε is just the Jacobian of
uε in thez variables:Jz,ε = uεxm−1

× uεxm
= uεz1 × uεz2 .

For anyφ ∈ C1
c (U),

∫
φJz,ε dx =

∫
R

m−2
y

∫
{z∈R2:(y,z)∈U}

φ(y, z) det(uεz1 , u
ε
z2) dz dy.(5.5)

Note thatφ(y, ·) isC1 and compactly supported in{z ∈ R
2 : (y, z) ∈ U}, and that

Leb2(spt(φ(y, ·)) is bounded uniformly fory ∈ R
m−2. Thus Theorem 2.1 implies

that ∣∣∣∣∣
∫

{z∈R2:(y,z)∈U}
φ(y, z) det(uz1 , uz2) dz

∣∣∣∣∣
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≤ C (‖φ(y, ·)‖∞ + εα‖φ(y, ·)‖C0,1 )
1

| ln ε|
∫

{z∈R2:(y,z)∈U}
Eε(uε)dz(5.6)

whereC is a constant depending only on spt(φ). Integrating overy ∈ R
m−2 we

obtain ∣∣∣∣
∫
φJz,ε dx

∣∣∣∣ ≤ C (‖φ‖∞ + εα‖∇zφ‖∞)µε(U).(5.7)

Here∇zφ denotes the gradient with respect to thez variables only, reflecting the
fact that onlyz derivatives appear in the term‖φ(y, ·)‖C0,1 on the right-hand side
of (5.6). Sinceµε(U) is bounded by assumption, we deduce that

∣∣∣∣
∫
φJz,ε dx

∣∣∣∣ ≤ C (‖φ‖∞ + εα‖φ‖C0,1) .(5.8)

It is also clear that∫
U

|Jz,ε|dx ≤ C
∫
U

|∇uε|2dx ≤ C ln(
1
ε
),(5.9)

so Remark 3.7 implies that{Jz,ε} is precompact in(C0,α)∗ for all α > 0.
The main part of the proof is to show thatJ̄z is locally represented by slices.

This will be done in the next four steps.

2. Let εn be a subsequence such thatJuεn converges to a limit̄J in (C0,α)∗ for
all α > 0. Fix an arbitrary orthonormal basis{ei}mi=1 for R

m. Using this basis we
write x ∼= (y, z) andR

m = R
m−2
y ×R

2
z as above. We writēJ ij = wk lim J ijuεn ,

so thatJ̄ =
∑

i<j J̄
ijdxi ∧ dxj . We also writeJ̄z = J̄m,m−1 = wk lim Jz,εn .

LetO = Oy×Oz be subset ofU , For eachn and eachy ∈ Oy letJny (dz) be the
measure onOz whose density with respect to Lebesguemeasure isuεn

z1 ×uεn
z2 (y, z).

We also writeJz,n for Jz,εn . From the definitions it is clear thatJz,n(dx) is locally
represented by the slicesJny (dz); this assertion is simply the obvious identity (5.5).

Fix anyψ ∈ C2
c (O), and for eachn define

ψ̃n(y) =
∫
Oz

ψ(y, z)Jny (dz), y ∈ Oy.(5.10)

In this step we show that̃ψn is precompact inL1(Oy), with the aid of a lemma
whose proof appears somewhat later.

For anyv ∈ C1
c (Oy), let φ(x) = φ(y, z) = v(y)ψ(y, z). Then (5.5) and (5.8)

imply that
∫
Oy

v(y)ψ̃n(y)dy =
∫
Oy

∫
Oz

v(y)ψ(y, z)Jny (dz)dy

=
∫
O

φ(x)Jz,n(dx) ≤ C(‖φ‖∞ + ‖∇zφ‖∞) = C‖v‖∞(5.11)

for some constant depending on‖ψ‖C1 but independent ofn andv.
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Next fix anyk ∈ {1, . . .m− 2} and anyw ∈ C1
c (Oy) and compute∫

Oy

wyk
(y)ψ̃n(y)dy =

∫
Oy

∫
Oz

wyk
(y)ψ(y, z)Jny (dz)dy

=
∫
O

[(wψ)yk
− wψyk

]Jz,n(dx).(5.12)

We deduce from (5.7) that

|
∫
Oy

w(y)ψyk
(y, z)Jz,n(dx)| ≤ C‖w‖∞‖ψ‖C2 .(5.13)

To estimate the remaining term, note that for anyi, j, k ∈ {1, . . . ,m}
(J ijuεn)xk

+ (Jjkuεn)xi + (Jkiuεn)xj = 0

in the sense of distributions. Takei = m − 1, j = m; thenJ ijuεn = Jz,n, and
alsoxi = z1, xj = z2, xk = yk. Thus∫

O

(wψ)yk
Jz,n(dx) = −

∫
O

(wψ)z1J
m,kuεn(dx)

−
∫
O

(wψ)z2J
k,m−1uεn(dx)(5.14)

Note that(wψ)zi = wψzi , sincew depends only ony. Thus we can use (5.8) to
estimate the right-hand side of the above equation, and combine with (5.12) and
(5.13) to conclude that

∫
Oy

wyk
(y)ψ̃n(y)dy ≤ C(‖w‖∞ + εαn‖∇w‖)(5.15)

for someC depending on‖ψ‖C2 but independent ofn. Also, if we estimate the
right-hand side of (5.14) using (5.9) instead of (5.8) we easily find that

∫
Oy

wyk
(y)ψ̃n(y)dy ≤ C

(
ln(

1
ε
) + 1

)
‖w‖∞.(5.16)

We have shown that (5.11), (5.15), and (5.16) hold for allw, v ∈ C1
c (Oy).

According to Lemma 5.4, proven below, this is sufficient to establish that{ψ̃n}n
is precompact inL1.

If ψ is not compactly supported inO butψ(y, ·) is compactly supported inOz
for everyy ∈ Oy, we can apply the above arguments to the functionsΨ(y, z) =
χ(y)ψ(y, z), whereχ ∈ C∞

c (Oy) andχ ≡ 1 on some open subsetV ⊂⊂ Oy, to
find that{Ψ̃n} is precompact inL1, and hence that{ψ̃n} is precompact inL1

loc.

3.Now fix a countable dense subset{ψk} of C2
c (Oz), and for eachψk and eachn,

define

ψ̃nk (y) =
∫
Oz

ψk(z)Jny (dz) y ∈ Oy.
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The results of Step 2 imply that{ψ̃nk }∞
n=1 is precompact inL

1
loc(Oy) for eachk, so

using a diagonal argument and passing to a subsequence (which we still labelεn)
we may arrange that there is a setA1 ⊂ Oy of measure zero such that for everyk,
ψ̃nk (y) converges to a finite limit̃ψk(y) for all y ∈ Oy \A1, asn→∞.

Next define

µεn
y (Oz) := | ln εn|−1

∫
Oz

Eεn(y, z)dz

Clearly
∫
Oy
µεn
y (Oz)dy = µεn(O) ≤ KU .

It follows that there exists a setA2 ⊂ Oy of measure zero such that
lim infn µεn

y (Oz) <∞ for all y ∈ Oy \A2.
LetA = A1 ∪A2, and note thatA has measure zero.

4.Fix somey ∈ Oy \A, consider any subsequenceεnm such that

µ
εnm
y (Oz) ≤ C.(5.17)

Such subsequences exist by virtue of the definition ofA. The two-dimensional
compactness results imply thatJnm

y (dz) is precompact in∪α>0(C0,α)∗. Let J̄y be
any limit. FromStep 3 it is clear that

∫
ψk(y, z)J̄y(dz) = ψ̃k(y) for everyψk in the

dense subset{ψk}k of C2
c (Oz). This implies thatJ̄y is uniquely determined, inde-

pendent of the choice of a subsequenceεnm , and hence that any limit ofJ
n′

m
y (dz)

for any sequencen′
m satisfying (5.17) must equal̄Jy(dz).

This definesJ̄y for everyy ∈ Oy \ A. Note that, as a consequence of the 2-
dimensional results,̄Jy(dz) has the formπ

∑
i diδai(dz) for almost everyy, for

integersdi and pointsai ∈ Oz that of course depend ony.
Returning to the subsequence obtained in Step 3, we see that ify ∈ Oy \ A,

then

lim
n

∫
ψ(z)Jny (dz) = lim

m

∫
ψ(z)Jnm

y (dz) =
∫
ψ(z)J̄y(dz)

for any continuousψ, whenever the left-most limit exists. The two-dimensional
results also imply that ifB is any open subset ofOz, then

lim inf µεn
y (B) ≥ J̄y(B).(5.18)

5.We now show thatJ̄z is represented locally by the slices̄Jy(dz), where (we
recall)J̄z(dx) = wk lim Jz,n(dx) = wk lim Jm−1,muεn dx.

To do this, fix anyψ ∈ C2
c (O) and compute∫

ψ(x)J̄z(dx) = lim
n

∫
O

ψ(x)Jz,n(dx)

= lim
n

∫
Oy

∫
Oz

ψ(y, z)Jny (dz)dy = lim
n

∫
Oy

ψ̃n(y)dy,

for ψ̃n as in (5.10). We know from Step 2 that{ψ̃n} is precompact inL1. Fix a
convergent subsequence, and letψ̃ denote the limit. We may assume upon passing
to a further subsequence, still labeledψ̃n, thatψ̃n(y)→ ψ̃(y) at ally in Oy \ A3,
whereA3 is some set of measure zero.
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Also, if y ∈ Oy \ (A ∪A3), Step 4 implies that

ψ̃(y) = lim
n
ψ̃n(y) = lim

n

∫
Oz

ψ(y, z)Jny (dz) =
∫
Oz

ψ(y, z)J̄y(dz).

Thus ∫
O

ψ(x)J̄z(dx) =
∫
Oy

∫
Oz

ψ(y, z)J̄y(dz)

as claimed. SinceC2 is dense inC0. this holds for all continuousψ. This completes
the proof of(ii).

6. It is clear that ifφ ∈ C1
c (U ;Λ2

R
m), then

∫
φ · dJ̄ = lim

n

∫
φ · dJuεn = lim

n

∫
φ · d2 1

2
j(uεn) = 0.

ThusdJ̄ = 0 in the sense of distributions.
In view of Theorem 5.1 and(ii), this shows that1π J̄ is rectifiable. Thus we have

established(iii).

7. It remains to prove(iv).
We write J̄ in the formν̄|J̄ |, where|J̄ | is a nonnegative Radon measure, and

ν̄ is a |J̄ |-measurable function taking values inΛ2
R
m, such that|ν̄(x)| = 1 for

|J̄ |- a.e.x ∈ R
m. SinceJ̄ is rectifiable,ν̄ is simple at|J̄ | a.e.x, that is, it has the

form ν̄ = ν1 ∧ ν2 for orthogonal unit vectorsνi ∈ Λ1
R
m. General theorems on

differentiation of measures imply that

lim
r

1
|J̄ |(Br(x))

∫
Br(x)

|ν̄(x′)− ν̄(x)| |J̄ |(dx′) = 0(5.19)

at |J̄ |-a.e.x ∈ R
m.

Let µ̄ be a weak∗ limit of µε. It suffices to show that

|J̄ |(Br(x)) ≤ (1 + or(1))µ̄(Br(x))(5.20)

at every pointx where (5.19) holds and̄ν(x) is simple.
Fix such a pointx. After a change of basis we can assume thatν̄(x) = ν1(x)∧

ν2(x) = dxm−1∧dxm. As above we decomposeRm asRm−2
y ×R

2
z, and we write

x = (y, z), dz = dxm−1 ∧ dxm, J̄z = (dz, ν̄)|J̄ |, and so on. First note that by
(5.19),

J̄z(Br(x)) =
∫
Br(x)

(dz, ν̄(x)) |J̄ |(dx′) +
∫

(dz, ν̄(x′)− ν̄(x)) |J̄ |(dx′)

= (1 + or(1))|J̄ |(Br).(5.21)

BecauseJ̄z is represented by slices̄Jy(dz),

J̄z(Br(x)) =
∫

{y′∈Rm−2:|y−y′|≤r}
J̄y′(Br(y′)(z)) dy′(5.22)
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for r(y′) = (r2 − |y′ − y|2)1/2. Thus sinceBr denotes aclosedball,
µ̄(Br(x)) ≥ lim inf µεn(Br(x))

= lim inf
∫

{y′∈Rm−2:|y−y′|≤r}
µεn

y′ (Br(y′)(z)) dy′

≥
∫

{y′∈Rm−2:|y−y′|≤r}
J̄y′(Br(y′)(z)) dy′

using (5.18) and Fatou’s Lemma in the last line. The desired estimate (5.20) now
follows from (5.21) and (5.22). ✷

We now prove the lemma used above.

Lemma 5.4. Suppose thatU ⊂ R
k, thatf ε is a sequence of uniformly compactly

supported functions inBV (U), and that there exist positive constantsC andα
such that ∫

U

v(y)f ε(y) dy ≤ C‖v‖∞,(5.23)

∫
U

w(y) · ∇f ε(y) dy ≤ C(‖w‖∞ + εα‖∇w‖∞)(5.24)

∫
U

w(y) · ∇f ε(y) dy ≤ C(1 + ln(
1
ε
))‖w‖∞(5.25)

for all v ∈ C1
c (U) andw ∈ C1

c (U ;Rk). Then{f ε} is precompact inL1.

Proof.
1.First note that (5.23) implies that‖f ε‖L1 ≤ C.

We writeδ = εα, f ε0 = ηδ ∗ f ε, andf ε1 = f ε − f ε0 . Clearly‖f εi ‖L1 ≤ C for
i = 0, 1. Also, for ε sufficiently small,f εi is compactly supported fori = 1, 2.

The proof of Proposition 3.2 shows that

‖∇f ε0‖(C0)∗ ≤ C, ‖∇f ε1‖(C0,1
c )∗ ≤ Cεα.(5.26)

Also, using (5.25) and the interpolation inequality (3.4), we find that for every
β ∈ (0, 1) there exists someα′ > 0 such that

‖∇f ε1‖(C0,β
c )∗ ≤ Cεα′

.(5.27)

The first estimate of (5.26) implies that{f ε0} is uniformly bounded inBV (U),
and hence precompact inL1. So to prove the lemma, it suffices to show thatf ε1
converges to zero inL1(U).

2. Let φ ∈ C1
c (U), and compute

∫
φf ε1 =

∫ ∫
φ(x)ηδ(y) (f ε(x)− f ε(x− y))) dxdy

=
∫ 1

0

∫ ∫
φ(x)ηδ(y)∇f ε(x− sy) · y dy dx ds.
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We make a change of variables in thedx integral to find that
∫
φf ε1 =

∫
wδ · ∇f ε, for wδ(x) =

∫ 1

0

∫
Bδ

φ(x+ sy)yηδ(y) dy ds.(5.28)

Note thatwδ is compactly supported inU if ε is sufficiently small.

3. Let ζδ(y) := yηδ(y) = δ1−nζ1(yδ ). It is clear from the definition ofwδ that

‖wδ‖∞ ≤ ‖ζδ‖1 ‖φ‖∞ ≤ Cδ‖φ‖∞.

We now estimate a Ḧolder seminorm ofwδ. By another change of variable,

wδ(x) =
∫ 1

0

∫
Bsδ(x)

φ(y)s−nζδ(
y − x
s

) dy ds

=
∫ 1

0

1
s

∫
Bsδ(x)

φ(y)ζsδ(y − x) dy ds.

Also, for anyx1, x2 ∈ U and anyβ ∈ (0, 1), |ζsδ(x1) − ζsδ(x2)| ≤ C|x1 −
x2|β(sδ)1−β−n, so one easily estimates from the above expression forwδ that

|wδ(x1)− wδ(x2)| ≤ C‖φ‖∞|x1 − x2|β δ
1−β

1− β
for all β ∈ (0, 1). In particular,‖wδ‖C0,β

c
≤ C(β)δ1−β .

4.Combining (5.26), (5.27), (5.28), and Step 3, we conclude there existsC,α′ > 0
such that ifφ ∈ C1

c (U) then∣∣∣∣
∫
φf ε1

∣∣∣∣ ≤
∣∣∣∣
∫
wδ · ∇f ε0

∣∣∣∣ +
∣∣∣∣
∫
wδ · ∇f ε1

∣∣∣∣
≤ ‖wδ‖∞‖∇f ε0‖(C0)∗ + ‖wδ‖C0,β

c
‖∇f ε1‖(C0,β

c )∗

≤ Cεα′‖φ‖∞

for all ε sufficiently small (depending on the support ofφ.) This clearly implies that
f ε1 → 0 in L1

loc(U). Since there exists someV ⊂⊂ U such that spt(f ε1) ⊂ V for all
ε sufficiently small, this in fact shows that{f ε1} is precompact inL1(U). ✷

6 Appendix

In this section we present the proof of Proposition 2.4. We follow very closely
arguments introduced in [15].

In this section,U is a bounded open subset ofR
2, andu ∈ H1(U ;R2) is a

function thatwehaveassumed (without lossof generality) to be smooth. In addition,
φ is a nonnegative Lipschitz test function that vanishes on∂U .

We will use notation from Sect. 2, in particular,Ω(t),Reg(φ), Γ (t), andγ(t),
defined in (2.6) and (2.7)-(2.9).

We will use the notation
tε := ε‖∇φ‖∞(6.1)
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For any positive integerd, let

Dε
d := {t ∈ Reg(φ) : t ≥ tε, Γ (t) is nonempty, and|deg(u;Γ (t))| ≥ d} .(6.2)

Recall that for Proposition (2.4) we want to estimate the measure of a setB2 ⊂
Reg(φ), and from the Definition (2.18) ofB2 we see that

Dε
d∗

λ
= B2∩{t : t ≥ tε}, for d∗

λ := �λ
π
µε(spt(φ))�+1 ≥ λ

π
µε(spt(φ)).(6.3)

We further define

λε(r) = min
m∈[0,1]

[
m2π

r
+

(1−m)2

c0ε

]
, Λε(r) :=

∫ r

0
λε(s) ∧ c1

ε
ds(6.4)

for certain constantsc0, c1 whose choice is discussed below.
The main result of this section is the following theorem, from which we will

easily obtain Proposition 2.4.

Theorem 6.1. If u : U → R
2 is a smooth function andφ is a nonnegative Lipschitz

function such thatφ = 0 on∂U , then for any positive integerd,

dΛε
( |Dε

d|
2d‖∇φ‖∞

)
≤

∫
spt(φ)

Eε(u) = ln(
1
ε
)µε(sptφ).

Note that for anyt2 > t1 the ratio(t2 − t1)/‖∇φ‖∞ is a lower bound for
the distance between∂Ω(t2) and∂Ω(t1). This explains the role of‖∇φ‖∞ in the
estimate.

Similar results were proven in [15] under more or less the assumption thatDε
d

is an interval; and in [7] in the cased = 1. Related results have also appeared in
Sandier [27].

Note that the casecovered in the statement of the theorem,{x : φ(x) > 0} ⊂ U ,
can be reduced to the case{x : φ(x) > 0} = U , if we replaceU by Ũ := {x ∈
U : φ(x) > 0}. So we will henceforth assume for notational simplicity that this
holds, so that spt(φ) = Ū .

We introduce more notation and definitions, taken from [15].
We letS denote the set on which|u| is small, that is,

{x ∈ U : |u(x)| ≤ 1/2}.(6.5)

We define theessentialpartSE of S to be

SE := ∪{componentsSi of S : deg(u; ∂Si) �= 0.}.(6.6)

We also define thenegligible partSN of S to beSN := S \ SE . For any subset
V ⊂ U such that∂V ∩ SE �= ∅, we define the generalized degree

dg(u; ∂V ) :=
∑

{deg(u; ∂Si) | componentsSi of SE
such thatSi ⊂⊂ V } .(6.7)
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In Proposition 3.2, [15], it is shown that the constantsc0, c1 in (6.4) can be
chosen such that ifx0 ∈ U , ε ≤ r0 < r1,Br1(x1) ⊂ U , and
[Br1(x0) \Br0(x0)]∩SE = ∅ , |dg(u; ∂Bρ(x0))| = d > 0 , ∀ ρ ∈ [r0, r1]

then ∫
Br1 (x0)\Br0 (x0)

Eε(u)dx ≥ d [Λε(
r1
d
)− Λε(r0

d
)] .(6.8)

The following elementary estimates are proved in Propositions 3.1 and 3.2 in
[15]:

Λε(r1 + r2) ≤ Λε(r1) + Λε(r2) ,(6.9)

s �→ 1
s
Λε(s) is nonincreasing,

1
s
Λε(s) ≤ c1

ε
∀s(6.10)

andΛε(r) ≥ π ln(r/ε)− c2 for some constantc2. Also, clearly,λε(r) ≤ π/r, and
therefore, by redefiningc2 if necessary,

|Λε(r)− π ln(r/ε) | ≤ c2 ∀ r ≥ ε .(6.11)

We now use Theorem 6.1 and the above facts aboutΛε to give the proof of
Proposition 2.4. After this, the rest of this appendix is devoted to proving Theorem
6.1.

Proof of Proposition 2.4
We need to show that

|B2| ≤ Cε1− 1
λ ‖∇φ‖∞d∗

λ, d∗
λ := dλ + 1.

LetR :=
|Dε

d∗
λ

|
2‖∇φ‖∞

. From (6.3) and the Definition (6.1) oftε it suffices to show that

R

d∗
λ

≤ Cε1− 1
λ .

We may assume thatRd∗
λ
≥ ε, as otherwise the conclusion is obvious. Then (6.11),

Theorem 6.1, and the choice (6.3) ofd∗
λ imply that

ln
(
R

d∗
λ

)
=

1
π

[
π ln

(
R

εd∗
λ

)
− π ln

(
1
ε

)]

≤ 1
π
Λε

(
R

d∗
λ

)
+ C − ln

(
1
ε

)

≤ 1
πd∗

λ

ln
(
1
ε

)
µε(spt(φ)) + C − ln

(
1
ε

)

≤
(

1
λ
− 1

)
ln

(
1
ε

)
+ C.

. ✷

For the proof of Theorem 6.1 we define

SεE := ∪{componentsSi of SE : Si ⊂ Ω(tε)}.(6.12)



Ginzburg-Landau functional 185

Note that ifx ∈ Ω(tε) andy ∈ ∂U , then
|x− y| ‖∇φ‖∞ ≥ |φ(x)− φ(y)| = |φ(x)| ≥ tε = ε‖∇φ‖∞.

In particular,
dist(x, ∂U) ≥ ε for all x ∈ SεE .(6.13)

Note also that ifV ⊂ Ω(tε), then

dg(u; ∂V ) :=
∑

{deg(u; ∂Si) | componentsSi of SεE such thatSi ⊂⊂ V } .
In other words, for such setsV we can ignoreSE \SεE when computing dg(u; ∂V ).
In the proof of Theorem 1 below we will always be concerned with subsetsV ⊂
Ω(tε), so this will always be the case.

Our strategy for proving Theorem 6.1 will be to find a collection of balls such
we have a good lower bound for the Ginzburg-Landau energy on each ball. We
then show that the sum of the radii of the balls is bounded below by|Dε

d|
2‖∇φ‖∞

,
hence obtaining a lower bound for the total Ginzburg-Landau energy in terms of
this quantity.

We find the collection of balls by starting from an initial collection of small
balls that coverSεE , then letting these balls grow by expanding them and combining
them. The first step is thus to establish the existence of the initial collection of small
balls. This is the content of

Proposition 6.2. There is a collection of closed, pairwise disjoint balls{B∗
i }ki=1

with radii r∗
i such that

SεE ⊂ ∪ki=1B
∗
i ,(6.14)

r∗
i ≥ ε ∀i.(6.15) ∫

B∗
i ∩U

Eε(u)dx ≥ c0
ε
r∗
i ≥ Λε(r∗

i )(6.16)

This is essentially proved in Proposition 3.3 in [15]. The idea of the proof is as
follows:

Given any componentSi of SE , fix a pointxi ∈ Si. Let ρi be the smallest
number such thatSi ⊂ Bρi(xi), and letri = max(ρi, ε).

If ri = ε then (6.16) holds forBri(xi) because

∫
Si

|Du|2 dx ≥ C−1
∫
Si

|Ju| dx ≥ C−1

∣∣∣∣∣∣
∫
Si

Judx

∣∣∣∣∣∣
≥ C−1|deg(u; ∂Si)| ≥ C−1.(6.17)

If ri > ε, then the definition ofri implies that∂Br(xi) ∩ Si �= ∅ for everyr < ri.
Also, (6.13) implies thatH1(∂Br ∩ U) ≥ ε for everyr ≥ ε

2π . So Lemma 2.3
implies that ∫

∂Br(xi)
Eε(u) dH1 ≥ 1

25ε
∀ r ∈ [

ε

2π
, ri](6.18)
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and this implies (6.16) for each ballBri
(xi).

If two or more of these balls intersect, they can be combined into larger balls,
relabeling as necessary. One can use the Besicovitch Covering Theorem to control
the overlap and show that the larger balls still satisfy (6.16). The details of this
argument appear in [15]. ✷

Proposition 6.2 differs from Proposition 3.3 of [15] in that in the latter,SE
appears in place ofSεE in the counterpart of (6.14). Since (6.13) need not hold
for all x ∈ SE , this makes it a little harder to prove (6.18) and necessitates some
assumptionsabout thesmoothnessof∂U . Thusstating theconclusion in termsofSεE
rather thanSE simplifies the result a little and eliminates the need for assumptions
about∂U .

The lower bound (6.17) is useless ifSi has degree zero, which makes it impos-
sible, in general, to coverSN with balls satisfying the stated conditions. It is this
fact that forces us to introduce the generalized degree dg.

Our next result is Lemma 3.1 in [15]. It is used below when we allow the small
balls to grow and merge, to form large balls. For the sake of completeness, here we
state it and give its short proof.

Lemma 6.3. Given any finite collection of closed balls inRk, say{Ci}Ni=1, we can
find a collection{C̃i}Ñi=1 of pairwise disjoint balls such that

N⋃
i=1

Ci ⊂
Ñ⋃
i=1

C̃i,

∑
Cj⊂C̃i

diamCj = diamC̃i,

Ñ ≤ N, with strict inequality unless{Ci}Ni=1 is pairwise disjoint.

Proof. Replace pairs of intersecting ballsCi, Cj by larger single balls̃C such that
Ci ∪ Cj ⊂ C̃ and diamC̃ = diam Ci + diam Cj , continuing until a pairwise
disjoint collection is reached. This collection has the stated properties. ✷

We next show that, starting from the initial collection of balls, we can let them
grow in such a way that each ball continues to satisfy a good lower bound. We
follow the presentation of Sandier and Serfaty [29].

As above let{B∗
i } denote the balls found in Proposition 6.2, with radiir∗

i and
generalized degreed∗

i := dg(u; ∂B∗
i ). Define

σ∗ := min{ r∗
i

|d∗
i |
| d∗

i �= 0 } .

Proposition 6.4. For everyσ ≥ σ∗, there exists a collection of disjoint, closed
ballsB(σ) = {Bσ

k }k(σ)
k=1 satisfyingrσk ≥ ε,

SεE ⊂ ∪k Bσ
k ,(6.19)
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∫
U∩Bσ

k

Eε(u) dx ≥ rσk
σ
Λε(σ) ,(6.20)

rσk ≥ σ|dσk | wheneverBσ
k ∩ ∂U = ∅ ,(6.21)

whererσk is the radius anddσk is the generalized degree.

Proof. LetC be the set of allσ ≥ σ∗ for which such a collection exists.

1. We first claim thatσ∗ ∈ C. Indeed{B∗
k} be the collection of balls constructed in

Proposition 6.2. SetB(σ∗) := {B∗
k}. The Definition (6.4) ofΛε easily implies that

Λε(σ)/σ ≤ c1/ε for all σ, so Proposition 6.2 implies that this collection satisfies
(6.19) and (6.20). Also, (6.21) is satisfied due to the definition ofσ∗.

2. In step we will show thatC is closed. Let{σn}n be a sequence inC and suppose
thatσn converges toσ0 asn tends to infinity. Since the balls are disjoint, and their
radii are at leastε, the total number of ballsk(σn) is uniformly bounded inn.
Therefore by passing to a subsequence we may assume thatk(σn) is equal to a
constantk0 independent ofn. By passing to a further subsequence, wemay assume
that the radiirσn

k and the centersaσn

k converge tor0k anda
0
k, respectively, for each

k ≤ k0. LetBk,0 be the closed ball centered ata0
k with radiusr0k. It is clear that

this collection of balls satisfies (6.19), (6.20), and (6.21). If the balls are disjoint ,
we setB(σ0) := {Bk,0}k0

k=1. If they are not disjoint, we apply the amalgamation
process outlined in Lemma 6.3. Let{Bσ0

j } be the resulting balls andrσ0
j be their

radius. Then, by Lemma 6.3

rσ0
j =

∑
Bk,0⊂Bj

rk,0 ≥
∑

Bk,0⊂Bj

σ0|dk,0|.(6.22)

Since{Bk,0} satisfies (6.20), this implies that∫
U∩Bj

Eε(u) dx ≥
∑

Bk,0⊂Bj

∫
U∩Bk,0

Eε(u) dx

≥
∑

Bk,0⊂Bj

rk,0
σ0

Λε (σ0)

≥ rσ0
j

σ0
Λε (σ0) .

Hence,B(σ0) := {Bσ0
j } satisfies (6.20). Moreover,

∣∣dσ0
j

∣∣ =

∣∣∣∣∣∣
∑

Bk,0⊂Bj

dk,0

∣∣∣∣∣∣ ≤
∑

Bk,0⊂Bj

|dk,0|,

and this together with (6.22) implies that the balls in the collectionB(σ0) satisfy
(6.21).

3. Suppose thatσ1 ∈ C.Wewill show that there isδ > 0 such that[σ1, σ1+δ] ⊂ C.
Indeed, letK1 be the set of indicesk such thatB

σ1
k ∩ ∂U = ∅ and set

s1 := min
k∈K1

rσ1
k

|dσ1
k |

.
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By (6.21), σ1 ≤ s1. If this inequality is strict, we setB(σ) = B(σ1) for all
σ ∈ [σ1, s1]. It is clear that this collection of balls satisfies (6.19), and (6.21). Also
(6.20) follows from (6.10). So let us assume thats1 = σ1, and letK2 ⊂ K1 be the
indicesk which minimize the ratiorσ1

k /d
σ1
k . Forσ ≥ σ1, set

rσk :=



rσ1
k , if k �∈ K2 ,

σ
σ1
rσ1
k , if k ∈ K2 .

LetBσ
k be the closed ball with radiusr

σ
k with the same center asB

σ1
k and letB(σ) be

the collection of these balls. Since{Bσ1
k }k are disjoint closed sets, there isδ1 > 0

such that for allσ ∈ [σ1, σ1 + δ1] Bσ
k ’s are disjoint and

K1(σ) := { k | Bσ
k ∩ ∂U = ∅ } = K1 .

Then, fork ∈ K2,
rσk
σ

=
rσ1
k

σ1
= |dσ1

k | = |dσk | ,
and fork �∈ K2,

rσk
σ

=
σ1

σ

rσ1
k

σ1
.

Since fork �∈ K2, r
σ1
k /σ1 > |dσ1

k |, there is0 < δ ≤ δ1 such that (6.21) is satisfied
by the collectionB(σ). Sincerσk ≥ rσ1

k , (6.19) is also satisfied.
To verify (6.20), we observe that fork �∈ K2,Bσ

k = Bσ1
k and (6.20) is satisfied

in light of (6.10). If, however,k ∈ K2, then

dσk = dσ1
k , rσk = σ|dσk | ,(6.23)

and
[Bσ

k \Bσ1
k ] ∩ SE = ∅ .

Then by (6.8),∫
Bσ

k

Eε(u) dx =
∫
B

σ1
k

Eε(u) dx+
∫
Bσ

k \Bσ1
k

Eε(u) dx

≥ rσ1
k

σ1
Λε(σ1) + |dσ1

k |
[
Λε

(
rσk
|dσk |

)
− Λε

(
rσ1
k

|dσ1
k |

)]

= |dσ1
k | Λε

(
rσ1
k

|dσ1
k |

)
+ |dσ1

k |
[
Λε

(
rσk
|dσk |

)
− Λε

(
rσ1
k

|dσ1
k |

)]

= |dσ1
k | Λε

(
rσk
|dσk |

)

=
rσk
σ
Λε (σ) .

Here we repeatedly used the identities (6.23) and the fact thatBσ1
k satisfies (6.20).

HenceB(σ) also satisfies (6.20) for allσ ∈ [σ1, σ1 + δ].

4. We have shown thatC is closed set includingσ∗ and for everyσ ∈ C, there
existsδ > 0 such that[σ, σ + δ] ⊂ C. Hence,C = [σ∗,∞). ✷
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Remark 6.5.Forσ ≥ σ∗, set

R(σ) :=
k(σ)∑
k=1

rσk .

In the above constructionR(·) is a nondecreasing and a continuous function on its
domain.

We are now ready for the

Proof of Theorem 6.1SetR := |Dε
d|/(2‖∇φ‖∞) andσ̄ := R/d. Let σ∗ be as in

the previous Lemma. We suppose thatDε
d is nonempty as there is nothing to prove

otherwise .

1. First suppose that̄σ < σ∗. The opposite inequality will be treated later in the
proof.

Consider the balls{B∗
k} constructed in Proposition 6.2. By (6.16) and the

definition ofσ∗,∫
U

Eε(u) dx ≥
∑
k

∫
U∩B∗

k

Eε(u) dx

≥
∑
k

c1
ε
r∗
k ≥

c1σ
∗

ε

∑
k

|d∗
k| ≥ c1

R

dε

∑
k

|d∗
k| .

Let t0 ∈ Dε
d. Then the Definition (6.2) ofD

ε
d implies thatd ≤ |deg(u;Γ (t0))| and

by Definition (2.8),|u| > 1/2 onΓ (t0). Henced ≤ |dg(u;Γ (t0))|. Moreover, by
(6.7) and (6.14),

|dg(u;Γ (t0))| ≤
∑

{k : B∗
k∩Ω(t0) 
=∅}

|d∗
k| ≤

∑
k

|d∗
k| .

Hence by (6.10), ∫
U

Eε(u) dx ≥ c1 R
dε
d ≥ dΛε

(
R

d

)

which is what we needed to prove.

2. We now assume that̄σ ≥ σ∗. Consider the collection of ballsB(σ̄) provided by
Proposition 6.4. Assume towards a contradiction that∑

k

rσ̄k < R .(6.24)

Set
C := { t ∈ (0, ‖φ‖∞) | Γ (t) ∩ [∪kBσ̄

k ] �= ∅ } .
The definitions imply thatC ⊂ ∪k φ(Bσ̄

k ), and as a consequence

|C| ≤ 2‖∇φ‖∞
∑
k

rσ̄k < 2‖∇φ‖∞R = |Dε
d| .
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HenceDε
d \ C �= ∅.

3. Let t0 ∈ Dε
d \ C. The definition ofDε

d implies that |dg(u;Γ (t0))|
= |deg(u;Γ (t0)| ≥ d. On the other hand, the definition ofC implies thatΓ (t0)∩
(∪kBσ̄

k ) = ∅, so (6.19) and the additivity of the degree yield

d ≤ |dg(u;Γ (t0))| ≤
∑

{k : Bσ̄
k ⊂Ω(t0) }

|dσ̄k |

≤
∑

{k : Bσ̄
k ∩∂U=∅ }

|dσ̄k |

≤
∑

{k : Bσ̄
k ∩∂U=∅ }

rσ̄k
σ̄
,

by (6.21). On the other hand by (6.24),

d =
R

σ̄
>

∑
k

rσ̄k
σ̄
.

Therefore we conclude that (6.24) is false.

4. By the previous step
∑

k r
σ̄
k ≥ R = dσ̄. Hence by (6.20),∫

U

Eε(u) dx ≥
∑
k

∫
U∩Bσ̄

k

Eε(u) dx

≥
∑
k

rσ̄k
Λε(σ̄)
σ̄

≥ d Λε(σ̄) .
✷
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6. F. Bethuel, H. Brezis and F. Hélein. Ginzburg-Landau Vortices. Birkhauser, New-York,

1994
7. J.E. Colliander and R.L. Jerrard. Ginzburg-Landau vortices; weak stability and

Schr̈odinger equation dynamics, Journal d’Analyse Mathematique77, 129–205, 1999
8. G. Dal Maso. An Introduction toΓ -Convergence. Birkhauser, Boston, 1993
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